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When cosmic rays in the form of extraterrestrial high energy particles like protons and other nuclei hit the
Earths atmosphere, air showers of subsequently produced elementary particles are generated in a cascade of
particle interactions and decays set loose by this initial collision. Muons are among the elementary particles
produced in such events, having a very short lifetime of around 2.2µs before decaying. Using a series of plastic
scintillators on the ground with different stopping layers for the particles in the air shower, the mean lifetime of
these cosmic ray muons τµ can be computed from the measured event rates. This value was computed through
statistical evaluation of the probability density ρ(t) for their detection as τµ = (2.17± 0.12Sys ± 0.18Stat)µs

I Introduction
I.1 Background and Theory

Muons (also classified as leptons) are subatomic ele-
mentary particles similar to positrons and electrons,
posessing the same electric charge ±1e and spin 1/2,
but with a much larger mass of mµ = 105.658 MeV
compared to their electron peers atme = 0.510998 MeV
[LM]. Muons are generated by means of the weak in-
teraction through the following decays of charged pi-
ons

π+ → µ+ + νµ

π− → µ− + νµ

which are in turn created by proton-proton and proton-
neutron interactions during the initial collision of cos-
mic ray nuclei with other such particles within the at-
mosphere. Depending on the charge of the pions, pos-
itively or negatively charged muons are produced and
these in turn decay quickly through the exchange of
a W boson into either positive positrons or negative
electrons as follows

µ+ → e+ + νe + νµ

µ− → e− + νe + νµ

The time between these succesive interactions - the
one in which the muon itself exists as a particle and
thus the lifetime- is very short and on average about
τµ ≈ 2.2µs. They are able to reach the ground how-
ever due to relativistic time dilation playing a role at
their speeds of v . 0.995c. This results in a time dila-
tion of ∆t . 22µs, giving them enough time to descend
the altitude of ∼ 60km at which they are created. It
remains very short however and due to this, it is chal-
lenging to measure it directly, needing instead to be
inferred from the probability density function ρ(t) of a
muon surviving after a certain amount of time t. This
probability density function (PDF for short) is yielded
by the function for the number of expected muons N

N(t) = N0e
−t/τµ (1)

which, as an exponential function, corresponds to a
PDF of

ρ(t) =
1

τµ
e−t/τµ (2)

This however is for the ideal measurement situation in
which all muons are counted by the scintillator detec-
tors, which is not the case for the experimental setup
used here [Subsect. 1.2]. Here, the negative muons
can also be captured by the Coulomb field of positively
charged atomic nuclei when going through the alu-
minum sheet used to stop them, thus binding them
to the core as according to the reaction

µ− + p→ n+ νµ

instead of decaying and being counted by the scintilla-
tors. This occurs at a similar timescale of µs, leading
to an artificial extension of the average lifetime of the
muon τeff

1

τeff
=
Q

τµ
+ ΛC (3)

which needs to be compensated as follows in equation
(1);

N(t) = Nµ+

(
e−t/τµ +

1

f
e−t/τeff

)
(4)

Here, Q and ΛC are respectively the Huff factor and
capture rate value of the material capturing the neg-
ative muons [Table 1]. Then the effect on the total
amount of muons expected now also depends on the
ratio of positive to negative muons f = Nµ+/Nµ− =
1.270(3) indicated in [8]. Thus, the PDF now becomes

ρ(t) =
1

τµ
e−t/τµ +

1

τeff
· 1

f
e−t/τeff (5)

and it can be fitted through a maximum likelihood
method to the data recorded in the histogram by
means of a min(χ2) fit, where the normalized, squared
distance of the fitted curve from the measured values
as represented by χ2 is minimized.

I.2 Measurement Setup and Circuit
Logic

Using scintilators, high energy particles may be de-
tected utilizing Photomultiplier Tubes (PMT). In this
setup, 3 layers of scintilator plates, shielded on top by
a 10 cm layer of lead and a 6 cm layer of aluminum be-
tween the second and third layer of scintilators. The
former serves to filter out other particles. The later
further stops muons such that they may disintegrate
in a controlled manner. The resultant ”slow muon” or
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the electron positron pair are then detects in the sec-
ond and third scintilator layers.

Figure 1: Schematic of Detector Setup

These layers of scintilators are outfittet with
PMTs, connected through waveguides to the Scinti-
lators. With scintilator 1 (SC1) having one and SC2
and SC3 having 2 PMTs mounted. PMT1 is mounted
on SC1, PMTs 2 and 4 on SC2 and PMTs 3 and 5 on
SC3. The double measurement through these 2 PMTs
serves for noise reduction. To achieve this, a circuit is
built using NIM modules. Prior to the signal reaching
the first NIM module, the signal is converted to TTL
(Transistor to Transistor Logic), a by the modules us-
able standard.

As a detection in any one of the SCs would need to
trigger all PMTs mounted to the SC, installing a and
Logic gate with the 2 mounted PMTs on SC1 and SC2,
filters out most of the noise generated by the PMTs,
through electron leakages and other internal random
events. This leaves a clean, usable signal representing
detections in the SCs. The noise in PMT1 is here not
as critical, as the start-signal logic -which requires a
pulse from both SC1 and SC2- as a side effect filters
its noise out.

Figure 2: Circuit diagram

Since SC3 would not be triggered at the start of a
detection, its inverse signal is connected to the Start-
Logic-Gate. This means that SC1 and SC2 both need
to be triggered, while SC3 is not for the measurement
to begin. The measurement is then stopped when a
detection occurs in SC2 or SC3 after a set delay of 4µs.
To achieve this, SC2 and SC3 are used as inputs for an
AND gate, which is then fed into an AND gate along
with the inverse delay signal. This signal needs to be
inverted, as the delay signal is set to ”OFF” while the
delay is running. Once the delay time has passed, or
no detection occurred and thus delay was started, it
switches to an ”ON” state.

Finally, both START and STOP signals control the
Time to Amplitude Converter (TAC). This device con-
verts the measured time into an amplitude encoded
signal. This is then readable by a computer with spe-
cialized software after converting the analog signal
into a digital one by means of Analog to Digital Con-
verter (ADC) at the end the signal chain.

The characteristic Huff factors and capture rates
for the materials used in this setup are given by liter-
ature [2] as

Material ΛC Q
Al (0.7054± 0.0013)µs−1 0.993
Cu (5.676± 0.037)µs−1 0.967
Pb (13.45± 0.18)µs−1 0.844

Table 1: Huff factors and capture rates for the setup materials used

II Characterisation and Adjust-
ment of the Setup

In order to verify that the detector setup, the signal
chain and all components within are behaving as ex-
pected; some tests and calibrations need to be per-
formed. Especially with regards to the delay times in
the signal chain and the behaviour of the signal in dif-
ferent combinations of PM signal processing through
gates.

II.1 Runtime Behavior of Signals

The delay caused by the coincidence modules -the
modules that act as our logic gates- were measured
by comparing the output signal of the coincidence unit
creating its input to the output. By doing so, a further
delay is introduced by the cable connecting the input
generating coincidence unit to the input of the to be
measured coincidence unit. This is however negligible
as the delay induced by the cable is small in compari-
son.
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Figure 3: Sample Delay measurement, Signal from SC1, from Oc-
tal Discriminator (LeCroy 4608) output (CH1) to Coincidence unit
(LeCroy465) output (CH2)

A delay of around 12-15 ns with all units was ob-
served. Since this is multiple orders of magnitude
smaller than our expected measurement value, and
thus much smaller than our expected uncertainty,
these delays are neglected.

During these measurements, the Lecroy 622C
Quad Coincidence Logic unit showed a change in pulse
width. How far this may impact the measurement, or
how this may be rectified, remains to be analyzed. It
is likely that since the time periods are significantly
small, the resulting change in pulse width did not in-
fluence the measurements in a significant way.

Figure 4: Delay measurement with pulse width change, Signal
from SC2, from Octal Discriminator (LeCroy 4608) output (CH1)
to Quad Coincidence unit (LeCroy622C) output (CH2)

II.2 Event Rates
The event rates of the PMTs as well as their combina-
tions as Scintilators SC1, 2 and 3 with different com-
binations were measured using a NIM Quad Scaler
module and given below in counts-per-second (cps) and
counts-per-minute (cpm).

• each PMT

– PMT1, avg: 500cps, Stdev: 41.6cpm

– PMT2, avg: 1290cps, Stdev: 60.4cpm

– PMT3, avg: 7736cps, Stdev: 1452cpm

– PMT4, avg: 866cps, Stdev: 74.1cpm

– PMT5, avg: 6794cps, Stdev: 1344cpm

• each SC

– SC1, avg: 500cps, Stdev: 41.6cpm

– SC2, avg: 147cps, Stdev: 14.7cpm

– SC3, avg: 160cps, Stdev: 11.9cpm

• SC1 and SC2, avg: 14.4cps, Stdev: 4.97cpm

• SC1 and SC2 and SC3, avg: 5.25cps, Stdev:
2.45cpm

• SC1 and SC2 not SC3, avg: 11cps, Stdev: 2.68cpm

• SC2 and SC3, avg: 17.5cps, Stdev: 3.90cpm

• and finally SC2 or SC3, avg: 296cps, Stdev:
22.5cpm

A 1 second measurement was repeated 10 times for
these values. The conclusion from this data is that
the noise reduction within the SC assemblies works
as expected. Looking at SC3, this becomes especially
apparent, due to its drop in events compared to the
PMTs. Furthermore, looking at SC2 and SC3, and
SC2 or SC3 strengthens this conclusion, as the or gate
configuration outputs about the same as the sum of
the two SCs. This also visualizes how much noise is
generated within the PMTs and how many irrelevant
independent events take place within the SCs.

II.3 Time Calibration
In order to properly record data such that each so
called channel on the X-axis may be mapped to a given
time, a calibration to the TAC is necessary. This is
achieved by using a single trigger signal -here SC1- as
both the start and stop trigger. By means of the de-
lay module, a top signal with a given delay -confirmed
through measurement with an osciloscope- that set
time is fed to the TAC. Repeating this over multiple set
times, a map is generated, by mapping the given time
to its respective channel with first measurement. The
point of first measurement was chosen, as no lower
measurements should be possible due to the fixed de-
lays as a minimum.

When doing this, it is necessary to feed the output
to the veto input of the delay module. This serves to
prevent interference between independent subsequent
pulses.

It would be favourable to observe the resulting TAC
Pulse and determine if it is follows the expectations.
Unfortunately, recording of the measurement was not
possible, as the pulse duration was far too small for
us to react in such a manner that the imaging stops
during a pulse display. We observed the Pulses being
above a certain threshold, as expected. This was at
first confusing, as we expected a constant amplitude,
dependant on the delay. However, since the pulse du-
rations at the input of the TAC vary, with the mini-
mum possible duration being the delay time. Thus the
pulses observed behave as the theory would dictate.
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III Measurement of the Muon
Lifetime

In order to compute the mean lifetime τµ of the muon
from the measurements, the stored data first needs to
be calibrated and rebinned while also taking into ac-
count the delays and other runtime behaviors charac-
terized during Section II. After calibrating the data, a
fitting procedure can be applied in order to extract the
parameter τµ for the muons average lifespan before
decaying.

III.1 Background Signal and Delay

First, a 30 minute long measurement without any de-
lay set in the TAC is taken to check both background
signals and the need for an artificial delay of 4µs. This
is due to the photomultipliers used in the setup to de-
tect any photon signals in the scintillators being very
sensible, causing them to also measure a lot of back-
ground events other than the muon ones.
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Figure 5: Histogram of a 30 minute measurement without delay

Looking at the recorded spectrum, it is noticeable
that a steady signal builds up beyond the initial peaks
from recorded muon events, potentially drowning out
any signals from longer surviving muons. In order to
reduce the amount of such false events from the sub-
surface that are recorded into the histogram, the arti-
ficial delay of 4µs is used to discard any stop signals
coming into the TAC within those 4µs after a start sig-
nal. This heightens the probability that the recorded
event is actually a muon event instead of any other
one. Setting this delay and recording a measurement
over several hours during the night then yields
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Figure 6: Histogram of an overnight measurement with a 4µs delay

Within this histogram, there is both a significant
increase in the total counts recorded within the mea-
surement, as well as a change in the overall distri-
bution, which appears much more like an exponential
decay as predicted by the theory and in contrast to the
more delta-function like graph in Fig. 5. The rate at
which muons are detected lies roughly in the 5-20cps
ballpark as described in Section II.2 and a measuring
time of about at least 16 hours is necessary for an ac-
curate determination of the mean lifespan of the muon
within 1%.

III.2 Calibration Curve

As first discussed in the time calibration section, the
functional, ideally linear relationship between the
channel number in the MCA and the TAC needs to
be accurately computed in order to calibrate the time
measurement of the histogram. Using single trigger
signals as explained in Section II.3, a calibration spec-
trum such as the one below is produced
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Figure 7: Combined spectrum of single trigger signals
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, where the individual channels and corresponding
set delay times are mapped below the spectrum, show-
ing a roughly linear shape. The exact values are

Channel Number Time
120± 5 (0.08± 0.002)µs
682± 5 (2± 0.005)µs
1367± 5 (4.04± 0.1)µs
2031± 5 (6.02± 0.1)µs
2716± 5 (8.04± 0.1)µs
3387± 5 (10± 0.1)µs
4112± 5 (12± 0.1)µs
4242± 5 (12.5± 0.1)µs

Table 2: Channel Numbers and Trigger Times

and when used to fit the following linear slope

t(x) = mx+ d (6)

through a least squares
∑
i

(
fi(x)−yi

∆yi

)2

approach, the
produced calibration line gives the relationship be-
tween the channel numbers x and the time t. For the
values above, this yields
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Figure 8: Calibration line fit t(x)

m d
(0.003028± 0.000027)µs (−0.279± 0.021)µs

Table 3: Fitted parameters

where the linear relationship between the channel
numbers and registered times appear to hold up well
at first glance. For a quantifiable indication of the
fits quality however, the χ2

dof value of the fit may be
computed as well, yielding in this case a value of
χ2

dof = 0.7286, somewhat below the ideal value of 1 for
a ”good” fit, and indicating either an overestimation of
the uncertainty indicated above, possibly suggesting
lower such uncertainties, or a need for more measure-
ments.

III.3 Rebinning
Using the calibration line above, the raw spectrum
measurement from Fig. 6 recorded overnight can now
be transformed into the time domain. In addition, the
counts from individual channels can also be summa-
rized together in a numerical procedure known as re-
binning, so as to allow for further averaging out of
noise in the measured muon signal.
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Figure 9: Rebinned and time calibrated spectrum

The rebinning starts from channel 1400 (3.92µs),
which roughly corresponds to the start of the measure-
ment after the 4µs delay, and goes up to channel 3500
(10.2µs) where the signal from the muon decays ap-
pears to drown within the noise from other events as
seen in the plot without rebinning in Fig. 6. The bins
essentially summarize the data and contain the aver-
age of the counts from 10 neighboring channels. These
boundaries were chosen in order to fit the section with
the highest signal to noise ratio, while binning to-
gether only neighboring channels with thus similar
counts so as to only even out more possible sources of
noise.

III.4 Determination of the mean life-
time of Muons τµ

After the rebinning and time calibration, it is now pos-
sible to apply a non-linear fit in order to compute the
values for the mean lifetime of the muons. Based on
the theory from the introduction as well as equations
(4) and (5) one gets the following fit function

N(t) = Nµ+

(
1

τµ
e−t/τµ +

1

τeff
· 1

f
e−t/τeff

)
+ C (7)

for the rebinned spectrum in the time domain. Here,
the effective lifetime τeff is given by the characteristic
parameters of aluminium ΛC and Q in Table 1 as

τeff =

(
Q

τµ
+ ΛC

)−1

(8)

Applying a minimizing χ2 =
∑
i

(
fi(x)−yi√

fi(x)

)2

fitting al-

gorithm, which is a maximum likelihood method based
on a χ2 distribution of the measured values from the
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theoretical prediction, the following fit is yielded by
the Python Iminuit package used for the numerical
evaluation
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Figure 10: Fit N(t) for the rebinned spectrum, χ2 = 161.5

Nµ+ τµ C
940± 80 (2.17± 0.18)µs 15.7± 1.5

Table 4: Fitted parameters

The values given above vary somewhat depending on
the rebinning as well as the calibration of the spec-
trum. Meanwhile, the convergence of the fit is only
guaranteed for certain initial guesses. The resulting
parameters are within the expected bounds however,
with some room for discussion regarding the system-
atic uncertainties in the next section. For this binning
and calibration as according to the arguments above,
the mean lifetime of the muon is returned by the algo-
rithm as

τµ = (2.17± 0.18)µs (9)

III.5 Background Influences and Sys-
tematic Error Estimates

As explained in previous sections, despite many lay-
ers of noise reduction in the scintillator setup - such as
time delay and rebinning for the sake of averaging out
potentially noisy signals, comparing input and output
signals from the different scintillators etc. - there is
still a significant amount of background events ca-
pable of artificially altering the spectrum and thus
systematically deviating the fitted parameters further
from the actual values despite the statistic uncertain-
ties not indicating so.

Among possible background events are thermal ra-
diation within the scintillator, external light sources
as indicated later during the discussion and also ter-
restrial radiation from radium, thorium and uranium
in the soil, as well as airborne radiation carried mostly
by radioactive gases like radon, which emanates from
the radioactive decay of these elements. All these can
potentially trigger the scintillator detectors and gen-
erate a false signal that if timed correctly can also be
recorded into the histogram as a false muon event.

Regarding the systematic uncertainties from the time
calibration and rebinning, a series of fits according to
the same model function and raw data as in Section
III.4 but with different values and settings for these
were computed and compared. The resulting values
for the relevant parameters are given in the table be-
low

Modified Setting τµ Nµ+

Calibration Upper Lim. (2.23± 0.21)µs (1000± 110)µs
Calibration Lower Lim. (2.08± 0.20)µs (890± 90)µs
Binning up to 8000/20 (2.74± 0.09)µs (1570± 60)µs

Binning up to 16000/29 (3.05± 0.09)µs (2100± 70)µs

Table 5: Fitted parameters for different Settings

Here, the settings were modified in the first two
table entries such that the effect of the uncertainties
in the fitted calibration parameters were taken into
account by either adding (Calibration Upper Lim.)
or substracting (Calibration Lower Lim.) the uncer-
tainties prior to computing τµ. In the later two table
entries, the binning thresholds were modified to the
maximal bin channel N and bin width dN indicated in
the N/dN format.

It is apparent from these values that the largest con-
tribution to the systematic uncertainty stems from the
chosen thresholds for rebinning, as choosing higher
thresholds increases the fitted parameter for τµ, most
likely due to increases in the noise to signal ratio for
higher channel counts where the signal from actual
muon events is lower and thus more easily drowned
out by the background. Combining the deviations σi
from the calibration through the square sums

∑
σ2
i

-as the ones from higher binning thresholds aren’t rel-
evant for the output from smaller binning thresholds
where the signal to noise ratio would only improve-
one gets;

τµ = (2.17± 0.12Sys ± 0.18Stat)µs (10)

IV Discussion
The value computed for the mean lifetime of the muon
τµ = (2.17 ± 0.12Sys ± 0.18Stat)µs is in good agree-
ment with the expected value from the literature [2]
of τLit = 2.19703(4)µs. This lies within the expected
result from an overnight collection of muon events
and also further confirms the validity of the linear
relationship assumed for the time calibration of the
channel values, despite the somewhat low value of the
reduced χ2

dof = 0.7286 indicating that the uncertainties
may have been overestimated or further measure-
ments were required for a better calibration.

Regarding the binning, a large amount of the mea-
sured events were essentially discarded by choosing
the 1400-3500 channel threshold mentioned, which
was estimated by visual observation of the signal to
noise ratio in the raw spectrum from figure 6. This
indicates that there were still a noticeable amount
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of background events affecting the measurement at
lower signal levels from the muon events, as discussed
in Section III.5.

Furthermore, during a preliminary run of event rate
measurement, with the blinds on the windows up, the
measurements for SC3 and its PMTs were 5-6 times
the values of measurements with the blinds down and
the room darkened. This shows that some photons do
still leak in through the shielding on the sides, and
that the shielding installed may not be sufficient to
rule out all particles entering the detector setup from

the side. It is possible that side shielding needs to be
expanded due to this.
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