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Abstract. The web has been a subject of research since its beginning,
but it is difficult if not impossible to analyze the whole web, even if
a database of all URLs would be freely accessible. Hundreds of stud-
ies have used commercial top websites lists as a shortcut, in particular
the Alexa One Million Top Sites list. However, apart from the fact that
Amazon decided to terminate Alexa, we question the usefulness of such
lists for research as they have several shortcomings. Our analysis shows
that top sites lists miss frequently visited websites and offer only little
value for language-specific research. We present a heuristic-driven al-
ternative based on the Common Crawl host-level web graph while also
taking language-specific requirements into account.

1 Introduction

The web provides an almost endless reservoir of data, but at the same time,
it is virtually impossible to get a complete picture of the web due to its size
and its continuous changes. As a consequence, researchers that want to leverage
web resources for their research have to define how to create a valid data set to
answer their questions. This can be easy if a study focuses on a data source itself
such as a search engine (“What is the quality of health information in Google’s
search results?”) but becomes more difficult if a more general question needs to
be answered (“What are the most common trackers on the web?”). In absence of
a database of all currently active hosts of the web, the Alexa Top Sites lists and
similar offers have attracted researchers as these lists seem to provide an easy
answer to a complex question [27,12,39]. In December 2021, Amazon announced
that alexa.com would be retired in May 2022 [3].

However, several dimensions should be taken into account when a selection
is made:

Completeness: Does the selection represent the web or the topic that is ana-
lyzed? If it is a sample, is it a random sample of all available hosts?

Freshness: In how far does the selection represent the web at the current state?
Are new hosts included? Have dead hosts been removed?

Language: Is it possible to include only pages in a specific language?

Locale: Is it possible to retrieve pages that are relevant to a specific locale?
A pizza delivery website in Austria is not relevant to a German user but a
pizza recipe site from Austria is.



Topic distinction: Is it possible to restrict a selection to a topic?

User-facing versus embedded resources: Some sites embed resources from
other websites, for example, Google Fonts, and these sites are not intended
to be seen by human users. Are these resources required for an analysis or
could they distort the results?

Quality and spam prevention: Some web pages are excluded from search
engines and other repositories because they include spam.

Our goal is to help researchers understand the disadvantages of each approach
with respect to the points above and to provide a heuristic-driven solution.
Therefore, we review several data sources that can be grouped into three cate-
gories:

— search engines (e.g., Google and Bing),

— top sites lists (e.g., Alexa and Majestic),

— other repositories that include URLs and that are freely accessible to re-
searchers (e.g., Twitter, Wikipedia, and Common Crawl).

We only review data sources that are still being updated, excluding historical
data sets that are not refreshed anymore such as the dmoz database or del.icio.us
data. For comparison reasons, one example of an Alexa list is included despite
its shutdown. In addition to a general look at the data sources, we will also
analyze the appropriateness of sources for the German locale as an example of
a language-specific subset that shares only the language with other locales.

This paper is organized as follows: In Section 2, an overview of related work
is provided. In Section 3, different data sources, acquisition approaches and pro-
cessing methods are described. The results of the analysis of these data sets are
provided in section 4. Finally, in Section 5, we propose our solution and close
with a recommendation for further research.

2 Related Work

While no comparison between the aforementioned data sets exists to the best
of our knowledge, each data source has been extensively reviewed for itself.
Approaches using search results from both Google and Bing have been analyzed
with respect to their limited coverage of different countries and languages [43,
46| and spam, that is, web pages of low quality [13]. The use of search engine
results for linguistic research has been criticized due to the lack of transparency
about linguistic processing and fluctuation of results [23]. Search engine freshness
was critically viewed [25].

Internet top lists are widely used in research [4, 10,30, 40] but their quality
and stability is questionable and subject to manipulation [35, 36, 39] which also
has an impact on the results of research [38]. In order to protect research from
manipulated lists, top lists provided by Alexa, Cisco Umbrella, Majestic, and
QuantCast have been combined in TRANCO, using either a Borda count or
Dowdall’s rule to let lists rank the inclusion of a site in an output list [36]. A



combination of an Alexa top list with topic categories combined with crawls of
the Internet Archive, restricted to .de domains emphasized the pace of changes in
the web, stating however that crawling strategies of different indices are biased
and will thus result in biased results [20]. A bias in terms of language and
country distribution has also been detected in the Internet Archive [5,17,44].
Finally, Lo and Sedhain reviewed different website rankings of which none is
available anymore [28].

Wikipedia is regarded as a stepping stone between search engines and other
websites [34]. Spamming approaches that try to add links of low quality to
Wikipedia articles perform poorly, resulting in a rather clean repository of URLs
[49]. However, the quality of information on web sites that is being linked to by
Wikipedia is inferior to the information provided by official sites [24].

Finally, undesirable content has been found in the Common Crawl corpus
and challenges the language models based on this data [29]. Another quality
problem in Common Crawl data is caused by near-duplicates [14].

3 Experiments and Data

3.1 Experimental Setup

Data was collected in the first half of 2021. Each dataset has been processed
before it was compared to the other sets. Some datasets contain complete URLs
such as https://www.hu-berlin.de/index.html, other include hosts (www.ibi.hu-
berlin.de), and Alexa only offers second-level domains (hu-berlin.de).! Our study
focuses on hosts and not on second-level domains since different hosts on the
same domain can have different content. As a first step, malformed URLs were
removed from the datasets, host names were extracted from URLs and stripped
off “www.”, since some sources do not include it. The reverse domain name
notation of the Common Crawl host web graph has been transformed to the
notation of the other datasets. Finally, duplicates were removed from each list,
and hosts were matched between the lists. The details of the acquisition and
specifics for each dataset are described in the next sections. Research data is
available for download [2].

3.2 Search

Search results have been analyzed in various papers, for example in order to
analyze the information that users see for specific queries [1,9,19,22, 24, 47].
Using queries allows for topic selection and the identification of relevant hosts
to that topic, while a full list of all sites in Google’s and Bing’s indices is not
available. Query selection thus plays an important role, involving either the

! The term sites will be used as a synonym for hosts. A page is regarded as a single
web page document on a host.



creation of a keyword cluster around a topic including the search volumes,? or
creating a sample of general queries. In addition, search engines offer language
and locale selection, that is, search engines determine a user’s locale and language
preference and rank results accordingly.

For our study, we use two different data sets:

— A random sample of 1,000 English search queries of the Million Query Track
Overview [8] that accounts for 101,001,690 average monthly search volume
on the US version of Google. The most popular query in the data set, google
maps, has an average monthly search volume of 24,900,000 alone.

— Three sets of German language queries that each cover a topic of different
popularity level according to the Google Keyword Planner:

e Federal Election (“Bundestagswahl”) as this was a “hot” topic in Ger-
many in summer 2021 with 614 queries that account for 939,730 average
monthly search volume

e iMac M1 (same in German) with 90 queries and an average monthly
search volume of 12,180 as these new iMacs were announced in April
2021

e Minimalism (“Minimalismus” in German, can be interpreted as an art
direction, a music style or a lifestyle approach) with 86 queries and an
average monthly search volume of 34,510.

Queries were sent to both Bing and Google, the first data set to the en-US
versions of the search engines, the second to the de-DE versions. Only the first
results page was considered as less than 1% of clicks go on a result on the second
results page [6].

3.3 Top Sites

Top lists have been used in many studies [18, 20, 21, 45], in particular the Alexa
Top Sites list. Different methods are used by providers to generate each list.
Alexa ranks sites based on the number of visits measured by a browser-based
panel. While Cisco Umbrella also leverages user behaviour, this list is based on
the number of DNS requests for hosts, including those that receive requests from
other device types.? Looking at Table 1, the Cisco top 10 includes hosts such as
Netflix delivery nodes that are typically not visited by user browsers. The main
advantage of monitoring user behavior, however, is the freshness of the data.
Majestic provides a list of top sites based on a link graph that is based on
links discovered in Majestic’s own crawls,* that is, it is not created based on user
behavior but on the number of links of pages pointing to other pages. Common
Crawl (see Section 3.4) follows a similar approach in their web graphs. The

2 Relevant queries and their search volume can be identified using tools such as the
Google Keyword Planner that provides historical data about search volume of spe-
cific queries.

3 https:/ /s3-us-west-1.amazonaws.com /umbrella-static /index.htm]

4 https://majestic.com/reports/majestic-million



Table 1. Top 10 Sites across different lists.

Alexa Cisco Umbrella Majestic Common Crawl
google.com google.com google.com facebook.com
youtube.com  netflix.com facebook.com fonts.googleapis.com
baidu.com microsoft.com youtube.com twitter.com
facebook.com www.google.com twitter.com google.com
instagram.com ftl.netflix.com instagram.com youtube.com
bilibili.com prod.ftl.netflix.com linkedin.com s.w.org

yahoo.com api-global.netflix.com microsoft.com instagram.com
qqg.com data.microsoft.com apple.com goo...tagmanager.com
wikipedia.org ichnaea.netflix.com wikipedia.org linkedin.com

amazon.com  eve...data.microsoft.com goo...tagmanager.com ajax.googleapis.com

assumption behind link-based approaches is that sites with a high link popularity
are also more popular for users. Since web sites also embed resources from other
hosts that count as a link, the top sites include services such as the Google Tag
Manager (see Table 1). The link popularity approach has several disadvantages
as it is prone to spam, links in the graph may point to dead sites, and not every
active site has an incoming link, especially new sites, so that completeness could
be a problem as well.

TRANCO offered a combination of Alexa, Quantcast (based on traffic mea-
sured by a toolbar and an internet service provider), Cisco, and Majestic data
but two of their initial data sources, Alexa and Quantcast, are not available
anymore today. We use the Tranco list generated on 31 July 2021, including a
combination of ranks provided by Alexa, Umbrella, and Majestic from May 1st,
2021 to May 31st, 2021.5

These different ways to compile a top list lead to the question why most lists
include exactly one million sites. For Alexa and Cisco, no information about
the frequency or length of user visits to the hosts or any other key performance
indicator is included. In other words, we do not know if a top one million sites
list represents 80%, 50%, or only 2% of overall web traffic, time spent on these
sites, or numbers of visits. In Section 4.2, we will approach popularity in terms
of whether a host is found for a Google search and, in Section 4.3 with respect
to the search volume.

Cisco, Majestic, and TRANCO offer a selection based on TLDs. In Sec-
tion 4.4, we will review in how far TLDs are suitable for representing a locale or
a language. None of the data sources above provides a topic detection.

3.4 Common Crawl

The Common Crawl project’s data has been widely used for research in different
areas [15,16,37,41,48,42]. Seed URLs for Common Crawl are collected from

® Available at https://tranco-list.eu/list /3X4L.



outlinks or sitemaps [33]. Crawls usually take place on a monthly basis, updating
known pages but also crawling new pages. The focus is set on broadness rather
than depth of hosts, that is, Common Crawl tries to get a broad sample of hosts
and more pages from higher ranking domains.

Common Crawl’s June 2021 crawl includes 2.45 billion web pages, the host
web graph of the crawls of February /March, April and May 2021 had 514,570,180
nodes.% The graph data includes a column with a ranked position based on har-
monic centrality [7] and another one based on PageRank. Harmonic centrality
takes the distance of a node into account whereas PageRank considers the im-
portance of the neighbourhood of a node. We have used harmonic centrality due
to it being less influenced by spam [31].

Common Crawl also offers domain, host, and URL information with detected
languages. Language is identified and annotated by Common Crawl using the
Common Language Detector 2.7 Up to three languages can be associated with a
page, cascading up to the host. We have downloaded all known hosts that were
detected to include German content since the start of the Common Crawl project
(10,057,081 hosts), using the Amazon Web Services Athena interface [32].

3.5 Wikipedia

Wikipedia includes one of the last manually collected and reviewed URL repos-
itories after the closures of Yahoo’s directory in 2010 and the Open Directory in
2017. For this study, data dumps of external links with 3,707,420 unique hosts
of the English and 1,159,179 unique hosts of the German version of Wikipedia,
published in July 2021, have been analyzed.®

The dump of external links does not contain any topics for each URL. These
could be extracted from the Wikipedia page that includes such links, requiring
additional processing steps. Not all of the links included in the German external
links dump refer to German-language content hosts, that is, we cannot conclude
that this is a German-language dataset or specific to a locale. Wikipedia has its
own link rot detection method to ensure freshness. Resources embedded from
other hosts are not included in the Wikipedia links.

3.6 Twitter

Twitter offers a sampled stream that covers approximately 1% of all publicly
available tweets [11]. A collection of this data with tweets from February 1st,
2021 to July 31st, 2021, has been analyzed for this study, resulting in 21,031,785
discovered unique hosts in tweets. A subset of 3,505,629 tweets in German lan-
guage as detected by Twitter’s own language detection engine resulted in 25,881

5 Data available at https://commoncrawl.org/2021/05/host-and-domain-level-web-
graphs-feb-apr-may-2021/.

" https://github.com/CLD20wners,/cld2

8 Data dumps of Wikipedia External links are available at
https://dumps.wikimedia.org/backup-index.html.



unique hosts. However, while the text of a tweet is detected to be in German
language, this does not mean that the URL in the same tweet will link to a
German language website or that it is specific to the German locale.

Twitter does not offer topics. However, hashtags that annotate tweets could
act as a proxy for topic identification. For the German language tweets subset,
hashtags were extracted to search for hosts containing the topics that were used
for the search data set. In order to identify URLs that could be relevant for
the same topics but that are not present in search, we first looked at the URL
overlap for each topic between tweets and search engines and then extracted
the hashtags for those URLs present in both datasets. Of these tweets, we also
extracted their other hashtags in order to broaden the recall.

4 Results

4.1 Completeness: Overlap of Data Sets
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Fig. 1. UpSet diagram displaying the overlap of the data sources. Each bar shows the
overlap or uniqueness of one or more data sources with a percentage of hosts unknown
to the other hosts. The diagram includes only hosts from Common Crawl (CC) that
are present in at least one other data source. The graph is built based on a minimum
intersection size of 50,000 hosts.

Figure 1 shows the small overlap between the different data sets in an UpSet
diagram [26]; the low number of overlapping unique hosts has also been described
by Pochat et al. [36]. Each bar shows the number of overlapping hosts in the
data sources, displayed as dots in the matrix below and a percentage of the
hosts exclusive to this intersection relative to its potential size. The diagram
does not include all hosts of the Common Crawl graph due to 94.9% of hosts
in the Common Crawl graph being unknown to the other data sources. Instead,



only those Common Crawl hosts were included that were also present in at least
one other data source, resulting in 26,059,931 unique hosts.

Twitter surprisingly has 61% hosts that are unknown to the other data
sources while it still has the biggest overlap with the Common Crawl Web graph.
However, more than 71% of these hosts found in Twitter occur only once in the
data set and their quality needs further review. Without a filter in terms of traf-
fic, link popularity, or visits and no review by other humans as in Wikipedia,
Twitter may include hosts that cannot pass the filters of the other data sources.
Similarly, the majority of sites in the Cisco list is unknown to the other data sets
(52.1%), which may be the result of the inclusion of hosts that are embedded by
other services.

Not only is the overlap of the top lists low, they also hardly correlate in terms
of ranking as pointed out by Pochat et al. [36]. To illustrate this point, for Alexa
and Majestic, less than 50% of their hosts appear within the first million hosts
of the Common Crawl host-level web graph; about 95% are found within the
first 50 million.

4.2 Search Results versus other Data Sets

Given that both Common Crawl and Twitter have large amounts of hosts un-
known to the other lists, the question is whether these additional hosts are of
minor quality and thus excluded for good reasons by the top lists. As the over-
lap between the other top lists is small, search results will be leveraged as an
additional signal: If a host is regarded as good enough to be included by search
engines, we assume that its quality does not indicate its exclusion.

Comparing the two search engines against each other, Bing and Google have
surprisingly different result with respect to the hosts included in the ranking as
detailed in Figure 2; however, this may be a result of looking at the first results
page only. For both locales, Bing includes results from a larger variety of hosts
in search results compared to Google.

Table 2. Coverage of Search Result Hosts in Data Sources.

Search CC Graph WiIkiEN WikiDE TRANCO  Alexa Majestic Twitter
Bing DE 96.92%  48.92%  63.39% 48.00% 39.45%  51.54% 31.58%
Bing US 95.57% 63.84% 35.05% 61.46% 53.15%  56.91% 31.87%

Google DE 98.95% 57.12%  71.36% 57.57% 46.18%  62.07% 23.92%
Google US 98.45%  70.40%  39.67% 66.49% 57.83%  63.17% 24.85%

While the link-based approach was expected to perform worse in terms of
completeness (see Sec. 3.3), the Common Crawl host web graph is by far the most
comprehensive data set with respect to the hosts discovered in the search engines
as detailed in Table 2. All other data sources perform far worse, also Majestic
that also relies on a link-based approach. TRANCO is stronger than Majestic for
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Fig. 2. Overlap of unique hosts in search engine results, divided by locale.

the hosts of the US search engines, indicating that the other data sets combined
in TRANCO push German language hosts out of the list as it performs worse
for this subset. Given that only the first results page of the search engines was
used for the host lists and that search engines leverage web graphs as well, it is
assumable that the restriction to 1 million sites in the Majestic and TRANCO
lists is responsible for the mediocre coverage.

Twitter has the lowest coverage for the hosts found in search, and for a
focus on a topic, URLs in tweets have not added considerable value. For the
minimalism and the iMac M1 topics, no tweets in German language and thus
no hashtags were found at all. While tweets about these topics do exist, they
seem to be so rare in the German Twitter community that they probably did
not occur in the 1% sample. For the German Federal Election topic, about 100
hosts were identified that were not in the first page search results hosts, mostly
regional news websites but also NGOs and alternative media. All of them were
found in the Common Crawl web graph.

Hosts in search results are distributed over the Common Crawl host-level
web graph, shown in Figure 3. Web graph position data has been logarithmized
in order to accommodate for the large scale. Slightly more than 50% of the hosts
found in the US versions of Google and Bing come from the first one million
hosts in the web graph (first vertical line on the left), more than 80% come from
the first 10 million hosts (second vertical line, but even with 50 million hosts
(third vertical line), we have not covered 100% of the search results. Google
seems to prefer hosts with a higher link popularity with around 60% of hosts
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Fig. 3. Distribution of hosts found in US search engine results in the logarithmized
harmonic central position displayed in a cumulative density function (CDF) plot, ver-
tical lines at 1 , 10, and 50 million computed to the logarithmized number.

coming from the first million hosts, compared to Bing where around 55% of the
hosts are in the same segment.

The German language query set with three different topics shows even more
differentiated results. A popular local topic (in terms of search volume) such as
the German Federal Election brings up hosts that are found in the first 50% of
the Common Crawl web graph, whereas the Apple iMac M1 topic benefits from
globally linked sites such as apple.com that also serves German language pages.
For a less popular topic such as minimalism, both search engines go beyond the
1st million as only 25%, respectively 30%, of the results were found in the top
sites of the graph. While the Common Crawl host-level web graph is the most
complete data source, are hosts not included in the top lists unpopular?

4.3 1Is a List of 1 Million Popular Sites enough?

A standard definition of popular and less popular does not exist, and different
top sites lists have different ways to compute their flavour of popularity that is
not completely transparent as discussed in section 3.3. Search, however, offers
a transparent currency for popularity, the number of searches for a query. If a
host appears in a search engine’s results for a popular search query or appears
more frequently, it is more likely to be seen by a user. In Figure 4, each host is
displayed as a point with reference to the highest search volume query it is found
for and its rank in the Common Crawl Web Graph, differentiated according to
whether it is in the TRANCO list or not.? The darker a point is, the more often
this host appears in search results.

9 Only search volume data from Google has been taken into account, and, as a conse-
quence, only the hosts found in Google Search.
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Fig. 4. Highest search volume for which a host is found versus its rank in the harmonic
central web graph, differentiated by (non)-occurrence in TRANCO. Vertical lines at 1,
10, and 50 million, horizontal lines at 100 000 and 1 million monthly search volume.

The grey-shaded area includes high-volume search queries, beginning with
100000 monthly search queries at the lower vertical line and the upper line
mirroring a threshold of 1 million monthly search queries. Not only does the
TRANCO list contain less hosts that are found for high-volume search queries,
it also includes less hosts with a more frequent occurrence in search results.
At the same time, most TRANCO hosts found in search come from the lower
positions of the Common Crawl Web Graph, even from the area of position
10 million and above (second vertical line), missing more frequent hosts that are
in the upper area of the graph.

4.4 TLDs are neither a Good Proxy for a Language nor for a Locale
Using the results of the German search query dataset, we look at the distribution

of TLDs of those hosts that contain German-language content. Search results
differ in TLD distribution, depending on the topic as detailed in Table 3.

Table 3. Distribution of the top 5 TLDs in German-language search results.

Google Election Minimalism iMac M1 Bing Election Minimalism iMac M1

.de 83.6% 75.6% 68.8% .de 85.6% 71.8% 63.5%
.com 8.0% 13.6%  27.3% .com 5.1% 14.0%  34.3%
.ch 1.5% 6.0% 1.4% .ch 0.0% 6.1% 0.0%
.net 0.7% 1.5% 0.1% .net 1.2% 2.0% 0.3%

.org 5.4% 1.2% 0.1% .blog  0.0% 1.2% 0.0%




The German Federal Election content is served from more .de domains than
other content such as minimalism, the lowest number of .de domains is found
for the iMac M1 topic. Apple, for example, serves German content from its
apple.com domain and has unsurprisingly been dominant for the iMac search
results. The TLD distribution for the Common Crawl German-language dataset
includes an even lower share of .de domains, but these results may have to be
taken with a grain of salt as Common Crawl does not only include German
external links. As a further step, we analyzed how many hosts we would lose if
we used the TLD selection provided in TRANCO: 151 out of 667 hosts (22.6%)
of the Google results were not included, apart from the fact that Alexa and the
other providers did not have all hosts anyway. Using the language detection of
Common Crawl, only 62 out of 667 hosts (9.3%) were not included.

5 Discussion and Conclusion

Our findings challenge the value of research that uses top sites lists or TLDs for
a focus on a country. Apart from the fact that there is no generally accepted
definition of popularity and different sources have different ways of defining it,
our results show that by cutting at 1 million, hosts are missing that are displayed
in Google and Bing for popular queries and also hosts that more frequently occur
in search results. As a consequence, a sampling strategy using the Common
Crawl host web graph will provide more robust results for research than the use
of top sites lists. The Common Crawl host-level web graph contains 95% all hosts
that were present in other data sources within the top 50 million threshold. We
provide sample code and a test tool to leverage this massive data set.'®

Instead of using TLDs for language/locale restriction, language detection
should be used as the TLD approach prevents local sites from being included.
The Common Crawl language identification approach is far from perfect, and
it does not solve the problem of identifying relevant sites for a locale, but we
see more than twice as many better results using the Common Crawl language
detection compared to using TLDs.

The approach described in this paper has several drawbacks that require
further research. The amount of spam and dead hosts in the host-level web
graph has not been analyzed on a larger scale yet, and web graphs based on link
popularity are not a perfect mirror of usage. Depending on the intended use,
the inclusion of technical hosts and spam has to be configurable as some studies
will be interested in these hosts. Topic identification is unsolved for most data
sources. Finally, locale affiliation may be identifiable by using link networks of
sites within a locale.

10 https://alby.link /ccsample
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