At least some Determiners aren’'t Determiners

Manfred Krifka

1. The Classical Analysis...

One of thesuccess stories iiormal semantics is thanalysis ofNPs asgeneralizedquantifiers,
which can be traced badkom Barwise & Cooper (1981yia Montague toFrege.The great
attraction ofthis analysis ighat it allows for a compositional analysis tife meaning ohoun
phrasesthat is constent with independentlymotivated assumptions aboutheir syntax. For
example, Barwise and Cooper analyze NPsdikery boya boy, three boysandno boyas having
the syntactic structure [Det N], and interpretations as second-order predicates, as follows:

(1) . [levery bo} =APAQ[P [ Q]([boy]), =AQ[[boy] U Q]
b. [a boy =APAQ[P n Q # U]([boy]), =AQ[[boy] n Q # ]
c. [[three boyp=APAQ[#(P n Q)= 3]([boy]), =AQ[#([boy] n Q)= 3]
d. [no boyl =APAQ[P n Q =0]([boy]), =AQ[[boy] n Q =]

These meanings can be combined with the meanings of yeduhtates, likdeft, and we end up
with representations like the following:

(2) . [levery boy lelt=AQJ[[boy] O Q]([left]), = [boy] O [left]
b. [[a boy leff = AQ[[boy] n Q = O0]([left]), =[[boy] n [left] # O
c. [[three boys left= AQ[#([boy]| n Q)= 3]([left]), = #([boy| n [left]) = 3
d. [[no boy leff =AQ[[boy] n Q =0]([left]), =[boy] n [left] =O

Determiners are analyzed here as relations between a nominal predicate meaning and a verbal
predicate meaning (e.dievery] = APAQ[P O Q]).

This representation formdtas allowed researcherské Barwise andCooper, van Benthem,
Keenan and others to arrive at interesting and dbeagacterizations of the semantic nature of the
determiners in naturdhnguage, such as conservativity, andimoportant subclasses, such as
intersective and proportional determin¢cé. overviews ike Westerstah(1989) and Keenan &
Westerstahl (1997)).

However, in spite of these impressseccessedhe evidence igrowing thatthe determiners of
natural languages aret, or atleast notall, relationsbetween predicatmeanings. Jacobs (1980)
has argued that negative determiners, like Gekmarino’, should be analyzed as indefinites with
a negation that may have widssope. Inthe analyses offered bthe various versions oflynamic
interpretation starting with Kamp (1981) and Heim (1982), a distinctiomade between indefinite
NPs likea boyand truly quantificational NPs likevery boyonly the second type wasalyzed as
a quantifier. In the theories that tried to accdoentthe singular/plural distinction and tleellective
and cumulave readings, such as Verkuyl (198and Link (1987), it wasargued that number
words likethree should not benalyzed asleterminers, but rather as adjectives. The GQ analysis
also turned ouproblematicfor certaintypes of NPs, such aspredicative NPs. Partee(1987)
proposed a system of type-shift&t would relate thevarious emerging interpretations BPs to
each other.

In this article | will discuss another class of NPs for which there is evidendabe¢h&Qanalysis is
on thewrong track.These ard\Ps like morethan threeboys at mostthree boys exactlythree
boysandbetweenthree andfive boys The GQ analysis ascribesttee determiners ahose NPs
the following interpretations:

(3) a. [[more than threp=APAQ[#(P n Q) > 3]
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. [[at least threp=APAQ[#(P n Q)= 3]
. [[at most threp=APAQ[#(P n Q)< 3]
. [exactly threp = APAQ[#(P n Q) = 3]
e. [between three and fiye APAQ[3< #(Pn Q)< 5]

Obviously, this gives uthe right truth conditiongor sentences likat mostthree boys left they
say that the cardinality of the set that contains the boys that left is smaller or equal than three:

(4) [at most three boys l¢ft #([left] n [boyq) < 3]

However, once we consider a wider rangepbenomena, problemappear with this type of
representation.

o O

2. ... and its Problems

2.1. Threeand at least three

One prollem of the classicadnalysis is that it cannot explaihe semantic difference between a
simple number determiner, likhreg and the more complex determirareast threeBarwise &
Cooper (1981)analyzethree as in (1.c), which allows fomore than three elements in the
intersection. This is justified bthe fact thatsentenceside Threeboys leftare compatible with
sentences that say that the number of boys that left was higher:

(5) Three boys left, perhaps even four.

The fact that a sentence litteee boys leftypically is understood as saying that no more thase

boys left can be explained as a scalar implicature generated by the maxim of Quantity (Grice
(1975)); it isactually a prime exampl®r that type of implicaturgcf. Horn (1972),Levinson
(1983)). Speakersperateunderthe maxim ofbeing as informative apossible (amaxim that is
checked by othemaxims, such abeingconcise). Ifthe speaker hadknown thatthe number of

boys that left was fouthe speaker wouldhave uttered the sentenfcair boysleft, as the speaker

did not do so, the hearer can safely assume that the speaker did ntitehevielencdor this latter
sentence, or even knows that it is false.

But classical GQ theorgissignghe same interpretation & least threeboys cf. (3.b). This is
semantically motivated, because the bare truth conditions seem to be the batheceses: both
threeboys leftandat least threeboys leftallow for the possibility that more than thrdsoys left,
and exclude thgossibility thatthe number ofboys hat left was smaller thanthree. However,
notice thatat least thredboysdoes not triggethe scalar implicature that we hagbserved with
three boysThe sentencat least threeboys leftis not understood amplicating that no more than
three boys left. Observe the following contrast:

(6) a. A Three boys left.
B: No, four.

b. A Atleast three boys left.
B: *No, four.

Also, we cannot really apply the usual locutions that cancel an implicature:
(7) At least three boys left, perhaps even four.

We might try to explain this rather striking difference by saying eikptessions likat least three
boysdo not participate itHorn scales. It is well-knowrhat scalar implicatures dwot arise with
just any terms. For example, we know that the tgppieis a hyponym ofruit, and that whenever
someone ate an apple, then he ate a fruit, but not vice versa. But a sentence like

(8) Peter ate a fruit.



certainlydoes notimplicate thatPeter didn’teat anapple, oreven that thespeaker doesn’t know
whether or not Peter ate an apple. Notice that we could apply usual quantity reasoningatethis
In uttering (8) Speaker has avoided the use of the (equally short and simple) expretssiate an
apple hence itfollows thatthis expression is falsé@he answer to this problem is that nevery
two expressionst, B suchthat[...a...] has a stronger meaning thanf...] aresuch that the
utterance of [.3...] will generate the scalar implicaturg...a...]. For scalar implicatures to arise,
o andp have to be, in addition, elements of a so-called Horn Sdal, the number word¢hree
and four are elements of &lorn scale, buthe nounsfruit and apple are not. This should
presumably be part of the lexical knowledge of speaker and hearer.

But the suggestion thaihraseslike at least threeboys do not participate inrHorn scales is
problematic. If numbewordsform Horn scales, then they should do s@imy context in which
they appear. In particular, they should do so not only whenadbay as determiners, asthree
boys but also when thegccur asnoun modifiers (or perhaps as parts of determiners), abs in
least three boy®But then we predict that a sentence kitdeast threeboys lefthas to becompared
with semanticallystronger sentenceske at leastfour boysleft, and thefact that thespeaker did
not usethese sentences leads to thwlicature that they aréalse. Weget exactly the same
implicature as witlthree boys left

Another option we have to block the scalar implicatuith at least threeboysis to assumehat

such phrases signal that the speaker does not know or does not warthi @a@gisenumber. As

scalar implicature ints strong fom, which negates thestrongeralternatives of arassertion,
requires that thespeaker hasompleteknowledge ofthe subject matterthis would have the
consequence that scalar implicature cannot arise in this case. But what could the status of this signal
be? It could be a conventional implicature poesupposition. However, geems more plausible

that the inference that trspeaker does not knotlie precise number is a consequence of the fact

that thespeaker chosat least threeboysoverthreeboys an expression théypically creates the
implicature that the precise number is three, and hence that the speaker knows the precise number.

2.2. Cumulative Interpretations

The next problem concerns the representation of quantificational determiners with mordenin
general, be ithreg at least thregat mostthree or exactly threelt is well known that they do not
give us the rightinalysis for a prominemeading of sentences in which more than sneh NP
occurs, namely, the cumulative reading (cf. Scha (1981)):

(9) a. Three boys ate seven apples.

b. Atleast three boys ate at least seven apples.
c. Atleast three boys ate at most seven apples.
d. Exactly three boys ate exactly seven apples.

Under the cumulative interpretation, (9.a) means ‘three boys ate apples and seven appieenvere
by boys’. The sentence does not tell us anything aboutthewapples distribute over the boy#.

is impossible to generate this readiugingthe GQ interpretation of thdPs in a principled way
from the surface structure of this sentence, or frofogical form of the type that is normally
assumed. The reasontigt in the GQnterpretationeach NPhas scopeand one NP mudbke
scope over the other. We get interpretations likefdhewing one, undethe assumption that NPs

1 In case the two numbers are the same, an interpretation that involves a one-to-one mapping is strongly preferred, as
in three boys ate three appleBut | think this is not a separate reading atls sentences. Rather, it indicates a
preferred cognitivanodel forhow such seences are understootihe reason of this premce certainly lies in the

cognitive simplicity of one-to-one mappings.



undergo LF-movement (alternatively, wan give ann-situ interpretation that works wittype
shifting).

(20) three boys[seven appledt, atet,]]
AP[#([boy] n P)= 3]({x | [AP[#(ﬁ%\ppld] n PY= 7](fy | [[ate](y)(x)ID])
= #([boy] n {x [ #([appld n {y | [ate](y)(x)}) = 7}) = 3}

This says thathreeboys ate seven apples eaclihe otherpossible derivation is one in which the
object outscopes the subject, which amounts to sajaigaven apples weraten by threboys
each. This reading is not only implausiliée practicalreasons, bualso highly unlikely, arguably
impossible, for linguistic reasons.

The paraphrase that | have used above rather suggests the following interpretation:

(11)  #(boyl n {x | Cy[[apple]|(y) DEat (xy1) 230
#(lapple n {y | Ix[[boy|(x) Olate|(x.y)[}) =7

The problemis, as stated abov#at it is uncleahow the representatiofil1l) can be developed
from (9.a) in a principled, compositional way.

Incidentally, in Scha’s original treatment of cumulatreadingsthe assigned representation is not
quite the one in(11), butone in whichthe greater-or-equaligns are replaced by equaligns.
However, strengthening" to “=" should not be part of the truth conditions proper, but be derived

as a scalar implicature. Notice that this additional meaning compoaenbe canceledyhich is
characteristic for implicatures. This is particularly clear with the object NP (cf. (12fa})leas so

for the subject NP(cf. b), presumably because the subject NP is most likely interpreted as the topic.

(12) a. Three boys ate seven apples, perhaps even eight.
b. "Three boys, perhaps even four boys, ate seven.

In any case, under Schatwiginal representation it remains uncléaw (9.a) differs fron(9.d),
which presumably expresses Scha'’s representation.

We find cumuléive readings with otheNPs as well, for xeample, withat least threeboys (cf.
(9.b)). Examples like (9.c) whictombines upward-entailing and downward-entailing quantifiers.
Such cases occur in particular in sentences that describe statistical distributions:

(13) In Guatemala, (at most) three percent of the population owns (at least) seventy percent of
the land.

Interestingly, the parts at mostand at leastare not evemecessary here tget the intended
interpretation. Thiglearly is a problem if wanalyze, for exampldhree percentisat least three
percenfas GQ theory wants to have it.

The problem cases discussed here clearly require a representation in which NPs are not scoped with
respect to each otheRather,they ask for an iterpretation strategy iwhich all the NPs in a
sentence are somehow interpreted in parallel, which is not cbiepaith our usual conception of

the syntax/semantics interface which enforcesealistructure invhich one NP takes scope over
another.

2.3. Accent and Syntactic Distribution

A further problem of the GQ account of expressionsdikeastandlessthanis that their semantic
contribution in sentences is influenced by accentwag hat otherquantifiers, likeevery most
andeach arenot. Inthe following example the position ofthe main accent is indicated by acute
accent on the stressed syllable.

(14) a. Atleastthrée boys left.
b. Atleast three boys left.



(14.a) means: ‘The number of boys tlet is at least three’; illows forthere being a number n
greater than threguch that ‘n boydeft’ is true. Clearly, accent identifidke numbemword here.

The accent in (14.b¢an either identify the headoun, orthe constructiorconsisting of number

word and noun (ecase offocus projection)Let us concentrate here on trlsmcond caseThen

(14.b) says:The personghat left include threboys’; it allows forthere being othepersons x

such that ‘x left’ is true as well. This difference leads to testable consequences when we look at the
contexts in which(14.a) and (b)can beuttered. (14.a) but not (b) iBne as ananswer to a
guestionhow many boys leftRnd (14.b) but not (a) is fine as an answer to a quesiibn,(all)

left?

Such acentdifferences do nolead to comparable semantiifferences with other quantifiers.
Among the determiners that allofer number wordsare all andthe. We do not find asimilar
difference in interpretation with the following examples:

(15) a. Allthrée boys left.
b. All three boys left.

Furthermore, expressionike at least at most less than more than and exactly differ in their
syntactic distribution from bona fide determineke keveryor most For example, thegan form
constituents with NPs, adjectives, VPs, or Det’s, as the following examples show:

(16) a. John saw at least Mary.
b. The aggressors wanted more than the southern province.

(17) a. Mary was at least satisfied.
b. We are more than happy to serve you.
(18) a. The guest at least left early.
b. He at most spanked the child.
(19) a. Atleast some determiners aren’t determiners.

b. At most eight percent of the students won'’t get a job.

Differences in syntactic distributions are normally cited to justify the exclusiomlgffrom the set
of natural-languageuantifiers. This comeguite handy because an expression liely boys

analyzed as quantifiers, fails to show conservativity, whidigpgally seen as theost important
general property of natural languadgterminers. But then expressions ldételeastor more than

should not be analyzed as quantifiers either. Evidethiusual GQ intguretation ofexpressions
like at least three boyshould berather the result of the general meaningiotieast which can be
combined with a wider variety of constituents, #mee boys.

3. A New Analysis

In this section | willpropose solutions tthe various problems that we have encountered with the
GQ analysis of expressions ligeleastthreeboys | will start, however,with an analysis of NPs
with simple number words likiaree boysn sentences with cumulative interpretations.

3.1. Number Words in Cumulative Interpretations

We have seen in sectid@.2) thatthe GQanalysis ofNPs likethree boys is problematic for
cumulative interpretations. In particular, this analysis forces us to assuniPthate scoped, but
the hallmark of cumulative interpretations is that the NPs of a sentence tiike®tope overach
other.

Cumulative interpretations need not be stipulated as a separate interpretation scheme as in Scha
(1981); they can be derived in a more systematic and independently jusaffed havediscussed



this in Krifka (1989) andnore specifically inKrifka (1992b); cf.also Landman(1995) and (to
appear).

First, wehave to assume general rulefor the interpretation of verbaglredicates, which have
calledcumulativity . With intransitive predicates, cumulativityamounts tahe following: If a
applies to two individuals x and,xhena also applies to the sum individual consisting of x ahd x
for which | write XJx'. For example, if the predicatan applies to Marnand toJohn, then iflso
applies to the sum consisting of Mary and John. This reflects the fathehatith of the sentences
Mary runsandJohn runsallows us to infer the truth of the senteiary and John run.

Transitive predicates behave tbeme. Ifthe transitive predicatg applies to the individuals x and
y, and also tdhe individuals X and y, then it applies to theumindividuals XIx' and yly' as
well. For example, if Mary read ‘Ulysses’ and John read ‘Moby-Dick’, then the sentence

(20) Mary and John read ‘Ulysses’ and ‘Moby-Dick’

is true as well. Of course, (20) hather readings asell, in particular the distributive reading in
which bothMary and John are said to have reatUlysses’ and ‘Moby-Dick’. But this reading
arguably requires an additional operdtar distributivity that can be made explicit lsach as in
John and Mary each read ‘Ulysses’ arlddby-Dick’. Furthermore, (20) in itsucnulative reading
may be interpreted more specifically as excluding that Mary read ‘Moby-Ric#’John read
‘Ulysses’, an interpretation can be enforced by addesgectivelyWe may either accourfbr this
by an additional pragmatic principleghaps derived frorsrices’smanner maxim:be ordety’),

or by assuming a sum formation that is order sensitive. Ctinityldbased on order-sensitive sum
formation wouldallow us to derive fronf3(x, y) andB(x’, y) thatB(xOx’, yOly'), which is not
equivalent to,say, B(xOx', y'0y). However, forthe rest of this paper | will disregarthe issue
how this more specific order-sensitive interpretation comes about, and lagglime that sum
formation is commutative, thas, not order sensitive. Thenotivation for that is that we can
continue (20) withMore specifically,Mary read ‘Moby-Dick’ and Johrread ‘Ulysses, without
contradiction.

Cumulativity can be generalized to n-place relations, in the following way:

(21) An n-place predicate R is cumulative iff the following holds:
If R(Xy,...,%x) and R(X, ...,x,), then R(xOx,',..., xJx.").

Cumulativity allows for inference patterns like ttadlowing. Assume that  b,, b, areboys and

a ... & are apples.

(22) Db ateaand g b, ate g g, and g and Q ate gand 3,
thenhOb,0batealaUalallagldgla,.

It is natural to analyze aexpressionike three boys as a nominal predicate that applies to sum
individuals thatfall underthe predicatdooysand consist othree atoms. Then theecond line of
(22) entalils the following:

(23) X[[three boylx) O Cy[[seven applélsy) Oleaf(x,y)]]

In general, weéhave that whenevahe sentence schemesoysate mapplesandn’ boys ate
applesare true, then the sentence schema boys ate m+rhapplesis true. The reason for this is
thatateis cumulativeand that one and the same apple cannaakentwice. (Notice that this is a
crucial condition that is not satisfied for, for example, the predioats).

I would now like to suggest that (23) is a representation of the sentence (9.a), repeated here.
(24) Three boys ate seven apples.

First of all, notice that (23), in contrast to (11), can be derived in a straightforward way2#dm
We have to work under the assumption that an ikdthreeboysis analyzed as} U [ three
boydq], with an empty determiner positiohat is interpreted as an existentiglantifier, and an



analysis ofthreeas a modifier thatestricts the denotation dfoysto those sunmindividuals that
consist of three atoms, a representation suggested in Link (1987):

(25) a. LF:three boys[seven appledt, atet,]]
b. APX[[threeboyd(x) O P(X)]JAX[A\PX[[severappled(x) O P(X)]Ay[[ate](x,y)]))
=(23)

Alternatively, we canfollow the analysis of indefinites in Heinfl982) and assume that the
existential quantifier is introduced by global existential closure.

Notice that in the representati¢?3), thetwo NPs do notakescope with respect teach other,

insofar as formulas othe form [X[®[x] O Cy[W[x,y]]] are equivalent todformulas ofthe form
[x,y[®[x] O W[x,y]], if y does not occur free in®. This is one important requirement for

cumulative readings. Furthermore, notice that we get the same interpretation as with (11), under the

assumption thele % is cumulative. The formula (23) is not only troe the situation described in

(22), but forany situation in whichhe number oboys hat ateapples is at leaghree, and the

number of apples eaten by boys is at least seven.

How doesthe additional information arise that we dgeim (24) and that i€aptured inScha’s
original rendering osuch sentences, namelhat thenumber ofboys thatate apples isexactly
three, and the number of apples eaten by boggastlyseven? As suggested in sect{@r), we
get this is by scalar implicature gpeakerhat utters (24) selects thaentence out of a competing
set of other sentences, given schematically below:

(26)

f féﬂr\ ei ht\

three; boys ate| seven, apples
\two / Six /

Grice’s maxim of Quantity, more specifically its fiibmaxim, ‘be asmformative as required by
the purpose of the information exchange’, will fotbe speaker to choogée highest numbers,
m suchthat the sentenae boysate mapplesis true. This isbecause the sentenneboysate m
apples entails sentences lik& boys ate mapples for certainn’ smaller tham andm’ smaller than
m, but is not entailed by theAiThis is certainly not the cager all suchalternativenumberwords
n', m'. For examplethe model in(22) does not supporhdt two boysate six apples. This is
different from otherknown cases o$calar implicaturefor which it is often assumedhat, if a
sentenced[a] that containsa is true, werea is an element of &orn scale,and 3 is any
expression that is lower dihe Horn scale, ther®[B] will be true aswell.3 For example, the
sentencelohnate sevenapplesentails thatlohnate six apples John ate five apples and so on.
However, if the main interest is in tim&mber ofboys hat ateapples,and the number of apples
eaten by boys, which is a very typical background for such sentencethahmaxim of Quantity
will lead us to assume the greatest such numbers that still yield a true proposition.

That we need a special type background forthe understanding of such sentends=comes
obvious when we consider sentences in cumulaiiterpretations thatexpress statistical
correlations, as in (13), repeated here.

2 One exception are sentences in collective intepretations (cf. Koenig 1991). Assume thahd/&urg jointly own
a horse, then the senteribgo girls own a horses true, but the sentencméa girl owns a horsésn’t. This shows
that the collective interpretation should be taken asparate reading of a sentence that is dependent on
alternatives in the same sense as the cumulative interpretation.

3 With the exception of hierarchical scales. For example, thersmitary is a full professodoes not entail that
Mary is an associate professor. | will come back to such scales.



(27) In Guatemala, three percent of the population own seventy percent of the land.

It is clear that the maximizatiostrategydiscussed for (24) does not work in this case. Under the
simplifying (and wrong) assumption that foreigners do not own land in Guatemalal] &welland

of Guatemala isowned by someone, this strategy wolddd us to select the alternative
Guatemala,100 percent of the populatioown 100percent of thdand, which clearly is not the
most informative one amortpe alternatives — as a matterfatt, it is pretty uninformative. We
cannot blamehis onthe fact that thé&lPs in (27)refer to percentages, as we could equaiH
express aimilar statistical generalizationith the following sentence (assume tiatiatemala has

10 million inhabitants and has an area of 100,000 square kilometers):

(28) In Guatemala, 300,000 inhabitants own 70,000 square kilometers of land.

Again, the alternativen Guatemala, 10 million inhabitantsvn 100,000square kilometers dand
would be uninformative, under the background assumptions given.

What is peculiawith sentencesike (27) is hat theywant to give information abouhe bias of a
statisticaldistribution. One conventionalizedvay of expressingarticularly biased distributions is
to select a small set among one dimensiat is related to a largeet of the othedimension.
Obviously, tocharacterize thdistribution correctly, one should try ttecrease thérst set, and
increase thesecond. Interms of informativity ofpropositions, if (27) is true, thetmere will be
alternative true sentences of tloem In Guatemala, n percent of the populatiwn mpercent of
the land wheren is greater thathreg andm s smaller thaseventyBut these alternatives will not
entail (27), and they will give a less accurate picture of the skewing of the land distribution.

3.2. The Generation and Use of Alternatives

Oneimportant pointfor our purposes is thatalar implicature cannot be applied locallyceses
like (24), but has to be applied globally, acrtssboard. It has taffect thetwo positionsthat
introduce alternatiorsimultaneously, adlustrated in(26). Which type of grammaticabrocess
would provide us with the necessary information to express this type of access to variation?

One way is to assume the mechanism that Rooth (1985) has suggesteddiescription ofocus-
sensitiveoperators like only andeven In this theory, expressions thate infocus have the
semantic function of introducing alternatives. These alternatives are then projected in a systematic
way, till they meet aroperator that makeasse of them. As | said, Rooth considemdtérnatives
introduced by focus, which are marked by accéftile we find thataccent on th@eumberwords
is quite natural ircaseslike (24) and(27), it does noseem to be required to get tmelicated
cumulativeinterpretations. So we miglatssume Hat certaintypes of expressions, likeumber
words, can introduce alternativewithout the help of focus.Also, their alternatives are of a
particular type; the numbexdjectivethree does notintroduce a colomldjective likegreenas an
alternative, but other number adjectives. This property of introducing alternatives whibdelp
of fo(;us ischaracteristidor the expressionshiat have beewonsidered as being part ofHorn
scales

Rooth (1985) proposedgeneral and simple mechanismder whichalternatives argrojected.
Assume that thestandardsemantic interpretatiofior a complex expressiona[ 3] is given
compositionally as a function f of the meaning of timenediatepartsa and 3. Then the set of
alternatives of the interpretation of f] is the set of meanings that can be obtained by applying the
function f to the alternatives of the meaningoofind of3. Let usrefer to the alternatives of the
meaning ofx with [[a],,, then we have the following general rule:

(29) I [[a B]] = f([al, IB]), then[[a B]l, = {f(X, Y) | X O lal,, Y O [B]A}

4 |n Krifka (1995) | argue that negative polarity items, kkeror lift a finger, have this property as well.



Expressions that do nbave propeglternatives arassumed to havhe singleton set containing
their meaning as alternatives. The schemdg2®) allows forthe simultaneous introduction of
proper alternatives far andf, which results in the type of variation illustrated in (26). Totbée
considerthe derivation of the alternatives (#4), along the lines of25). Here, Irender number
words by numbers, where, e.g., 7(X) says that x is aisdividual consisting of seven atoms (it
can be seen as an abbreviationxj#(x) = 7], where #(x) gives the number of atoms thatsum
individual x consists of). N is the set of all number words.

(30) a. [[seve% = APAX[7(X) O P(x)]

[severh, = {APAX[n(x) O P(x)] | nO N}
b. %applej} = APPLES
appleg, = {AppPLES

c. [[seven applgs
= APAX[7(X) O P(X)](APPLES),
= AX[7(X) O APPLELX)]
[seven applds
= X(N| X 0 [seveih, ¥ D [appled,}
={AX[n(x) OapPLEX)] | NO N

d. [Boei Q00 D)
ool = AQAPIXQ(X) T PN

e. [|INP [seven appldd
QAPD([Q(X) N P(x)]()\x[7(x) O APPLEYX)])
= APD([?(X) OappLEYX) O P
[l O [seven appldH ,
= {X(Y) | X O [Operd,, Y O [seven applds)
= {APCX[Nn(x) DAPPLE(X) OP(X)] | nO N}

f. E[t1 atetz]% = ATE(X, X,)
[t, atet,]] , = {ATE(X,, X))}

g. [[[[Np [Seven appld, [t, atet]]]
[X[7(X) DAPPLES(X) O P(X)]()\XZ[ATE(Xl, X,)])
= D([?(x) OAPPLEYX) LJATE(X
[} Iseven appid, [, atet i
= X(AGIY]) | X O [[ye Oper [seven appldﬂm Y O, ate t,]]}

= {X[n(x) D apPLELX) ATE(X,, X)] | NO N
h. %[NP O [three boyﬂ% = APIX[3(x) BoYS(x) O P(x)]
[we U [three boyH] , = {APIX[n(x) Boys(x) O P(x)] | n N}

k. [l O [three boyH, [ 0 [seven appldh, [t, atet,]]]]
= APD([B(X) BOYS(X) O P(X)](Ax,[X[7(x) UApPPLEYX) LJATE(X,, X)])
Cy[X[3(y) OBoYS(Y) D4(x) OAPPLEYX) JATE(Y, X)]

[[[NF,D [three boyH, [\» O [seven apple} [t, atet]]]]
= IX(AX[Y]) | X DWﬁNPD [three boyH] ,,
Y

O [seven applg, [t; ate t,]] .}
={OyX[n(y) O Bovs(y) Om(x) DAPPLES(X) OATE(Y, X)] | n, mO N}

We seethat the variations introduced ®evenandthree end up on equal footing ithe set of

alternatives. Thisvas inended inRooth’s original application ofthis idea, which included the
treatment of sentences with complex foci, a¥ohn only introduced Bill to Suevith the meaning

‘the only pairlX, ylsuch that John introduced x to yll, Suell

The derivation (30) leads to the following pair of a regular meaning and a set of alternatives:
(31) a. Meaning: [XCy[3(X) OBoYs(x) O 7(y) DapPPLEYY) LIATE(X, V)]



b. Alternatives: {X[y[n(x) O0Boys(x) Om(y) dArPLE]Y) OOATE(X, ¥)] | n, mO N}

The meaningxpresseshe proposition ‘threeboys ate seven apples’and the set of alternatives
consist of propositions dhe form ‘n boysate mapples’, where n, mrenumbers. | should say
that | simplified things @it for the @ke of exposition, as | did nanbdicate in the semantic
representations thgossible world parameter. Actuallgyery semantic representation given here
should be a function from possible worlds. For example, the meaning ggiitethe one given in
(31.a), butratherAwxCly[3(x) O Boys(w)(x) [ 7(y) O apPLESW)(Y) O ATE(W)(X, Y)], a furction
from worlds w to truth if, in w, three boys ate seven apples.

The formation of the scalar implicature discussed in section (3.1) has to relate this meaning and this
set of alternatives in someay. It is plausible tdocate the ogin of scalarimplicature in a
pragmatic operatorsserTthat expresses that a sentencasserted. The function of this operator

can be expressed in the following way (cf. also Krifka (1992a)):

(32) AsseriM, A, c) (a sentence with meaning M and alternatives A in a context c is asserted):
— the speaker claims M (in c);
— for every alternative M1 A, M' # M, the speaker explicitly does not claim {¥h c).

There must be a@ragmaticreason whythe speaker introducealternative propositions without
actually claiming them, reasons that al®/ious tothe hearer.Thereare, essentially, two types of
reasons for the cases that are relevant here:

* It may be that Mis more informative than M (in c). The reason in this case is obviously that the
speaker lacks evidence for Mnd perhaps even has evidence thasNalse. That is, uttering
M’ instead would violate the maxim of Quality.

* It may be that Mis less informative than M (in ¢). The reason in this case is obviously that the
speaker prefers M because it gives more information, in c. That is, utteéringt&ad would
violate the maxim of Quantity.

It is important to have the utterance context, c, as a parameter in (32). This is because we have seen
with the contrast of examples like (24) and (27) (the Guatemala examplahtitatounts asore
or less informative might depend on the context.

3.3. At leastQuantifiers

Let usnow discuss expressions likeleast at mostor exactly that we have identified as being
subject to accentual influences in section (2.3). In this section | will odtiglgasics ofthe theory

| am proposing witithe exampleat least In the nextsections | will extendhe treatment to other
quantifiers, which will necessitate an important change in the theory that we will develop here.

We may try toanalyzeexpressions likat least threan a waythat isinspired by outreatment of

simple number words in the preceding section. That is, we may aahalgzst threeas anadjective

that applies tossum individuals which consist of deast three atoms, arat mostthree as an
adjective that applies to sum individuals that consist of at most three atoms. But this analysis would
not solve the problems discussed in section (2), and introduce problemswhitEirst, it would

predict, together withthe assumptions wéave made in sectiof8.2) thatscalar implicature is
invoked by a sentenclike (33.a). Itcontains the number was three and seven which by
assumption introduce alternatives regardless in which syntactic position they occur.

(33) a. Atleastthree boys ate at least seven apples.
b. Meaning: [X,y[=3(x) OBoYys(x) 0=7(y) OAPPLE]Y) LEAT(X,Y)]

S Other illocutionary operators, like interrogative or imperativél] wead to similarscalar implicatures. The
proposal that illocutionary operators may be sensitive to the alternatives okacegoiesback to Jacobs (1984),
where it is stated for alternatives that are introduced by focus.
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c. Alternatives: {X,y[=n(x) OBoys(x) O=m(y) OappLE]Y) T EAT(X,Y)] | n,mO N}

| have used the notatioe3” as an abbreviation fowx[#(x) = 3]. The problem with (33) is that, if
we apply scalar implicature as specified the operatonsserT, we will end up withexactly the
same meaning as for (24). Bgalar implicature, any utterance (88.a) will exclude propositions
of the format least n boys ate at least m appls n greater thathreeandm greater tharseven
which amounts to saying thétte number ofboys thatate appleswas threeand the number of
apples eaten by boys was seven.

A further problem for the application of ideas developed in se(8d) is thatthe particleat least
need not be related to a set of alternatives that are ordered by semantic strength. Example:

(34) Mary is at least an associate professor (perhaps even a full professor).

In the first clause of34), the alternatives (‘Mary is aassistanprofessor’,‘Mary is an associate
professor’,'‘Mary is a full professor’ etc.)are notordered with respect teemanticstrength. We
must assuméhat particles likeat leastpresupposehtt the alternatives amanked in some way
which sometimes is related to semantic strength (8laiyg ate at least thréapples, but oftennot,
as in (34).

| will represent ranked alternatives here as partial ordering refatioom which we can derive the
set of alternatives as the fieldfdefined as follows:

(35) Fieldg) ={x | y[x <y Oy <x]}

Expressiondike numberwords, terms denotingranks in a social hierarchy, and maather
expressions come with such an ordering relation. One important ordering relation is induced by the
part relation ofsum individualss,, which tells us, for exarple, that John is @art of the sum
individual consisting of John and Mary, and this is a part of theisdividual consisting of dhn,

Mary and Sue. This orderingrelation isresponsible forthe use ofat leastin sentences like the
following:

(36) At least John and Mary left (perhaps also Sue, i.e., perhaps even John, Mary and Sue).

In the previous sectionexample(30), we have seerhow alternatives are projected in semantic
compositions. Ithe alternatives arerdered,the ordering should bgrojected in a similaway.
This can bedone withthe following projection rule, which expands on (28)d says that the
resulting ordering relation is a combination of the ordering relations of the parts.

@37) I [[a B]] = f([a], [B]),

then[[a B]], = {(X, Y), f(X', Y)O X, X'0O [a] , andlY, Y'OO0 [B] .}
Let me discuss the theory proposed here with a simple example:
(38) At least thréeboys left.

Accent onthreeindicates focus on the number word, here indicated sybacript F. Numbers are
related to an order relatict.

(39) a. [thrée] =APAX[3(x) O P(x)]

[thrée], = {AAPAX[n(x) O P(x)], APAX[m(x) O P(x)]0| n<,, m}
Expressions that are nalated toany orderingrelation andhat arenot in focus do not introduce
proper alternatives. Weanassumehat they comavith a set consisting aheir meaningproper
(for unordered alternatives), and a pair formed with their meaning proper (for ordered alternatives).
I will call such alternativestandard alternatives for short.
(40) b. [poyg =BoYS

[boyg, = {BOYS, [BOYS, BOYS (the standard alternatives).

C. %thréeF boy% = Ax[3(x) OBoYS(X)]
thrée boyg, = {{Ax[n(x) O BoYs(x)], AX[m(x) OBoys(x)]| n<, m}

11



Let us assume that the partialdeastcan be applied at this level, on nhominal predicates (ntbtate
such phrases can occur in predicate position, these are at least twengg9. | suggest that the
particleat least when applied to, constructs a new meaning tag union ofthe alternatives od
that stand in relation to the meaningiofThe alternatives then are just the singletety that is, no
new alternatives are projected.

(41) %at Ieasta% = (P | o], POO [a]a}
at leasta ], = the standard alternatives

Here,O S stands for the semantic union of the elements in the set S. This is the SaBeifathe
elements of S are given as sets. For example, we have

O{{x | Boy(X)}, {x | GIRL(X)}} =
{x| BoY(X)} O {X| GIRL(X)} =
= {x | BoY(X) O GIRL(X)}

The operatiorid should have the same effect if the meanings are functions. For example, we would
like to have

l{)\x[Bov(x)] MX[GIRL(X)]} =
Ax[BoY(x)] O AX[GIRL(X)] =
AX[BOY(X) O GIRL(X)]
This can be achieved if we defilik as a connective for functions, as the generalized join operation
(cf. Keenan & Faltz (1985)):

(42) a. Ifd, W are sentences (type t), theb|[O [W] = [® O W]
b. If a, B are expressions of tygé, t0) then[p] O [B] = AX[[a](X) O [B](X)]

c. If Sis a set of meanings of a type that can be conjoin&dl by
thenO S is the result of conjoining all the elements of $by

For our example we get the following interpretation:

(39) b. [fat leastthrée boyq]
=0 {P | Ax[3(x) OBoys(x)], PO
{Ax[n(x) OBoYS(X)], AX[m(X) OBOYS(X)]]| N<, m}}
=0 {Ax[m(x) OBoYs(x)] | 3=, m}
= AX[=3(X) O BOYS(X)]
[at least [thrée boyg] , = {Ax[=3(x) OBoYS(X)], AX[=3(x) O BOYS(X)]

And we arrive at the following result:

(39) c. [[[O at least[three boyq], [t, Ieft]]ﬂ] [X[=3(x) O BOYS(X) OLEFT(X)]
[[[O at least[three boyd], [t, leff]]] , = the standard alternatives of the above

This differs fromthe sentencéhreeboys left as no propealternatives are eneratedhence no
scalar implicatures arise. This explains the different behavwinieobserved with sentencéke
(6) and (7).
It may be worthwhile to check how the sentetitee boys lefis derived in thenew framework in
which alternatives are ordered. The changes are of a technical nature. Here is a derivation:
(43) a. [[hreeboyﬁ] = Ax[3(x) OBoYS(X)]
[threeboyq, = {[Ax[n(x) OBoYS(X)], AX[n(x) OBOYS(X)] O] N<,, m}
b. [[[[O threeboyq, [t, left]]]
= [X[3(x) O BOYS(X) LI LEFT(X)]
[[[D threeboyd, [t, left]]] ,
= {[Mx[n(x) DBOYs(x) 0 LEFT(X)], IX[m(x) O BOYS(X) O LEFT(X)]] n <, m}

12



We have to slightly change the definition of #eserT operator given i{32), asthe alternatives
now are a relation, and the operator haseter to the field othatrelation. | also skighe context
parameter c here.

(44) AsseriM, A):
— the speaker claims M;
—for every alternative M Field(A), M' # M, the speaker explicitly does not claim.M

If we apply thisasserT operator toour example we get the same interpretation as before. The
speaker claims that thréeys left,andexplicitly does notclaim propositions othe form ‘n boys

left’, where n# 3. If n < 3, these alternatives are ot@imedbecause they atess informative. If

n > 3, they are not claimebecause thepeaker lackthe necessargvidence oknows thatthey

are false.

The crucial difference between a sentencethkee boys lefandat leastthreeboys leftis that only
the first sentence provides proper alternatives for the illocutionary operator.dacihved sentence,
the alternatives that are introduced by focus are used by the r@astto construct the meaning
proper ofthe sentence.At leastbehaves justike otherfocus-sensitive operators in this respect.)
No alternatives are projected beyond that, and hence no scalar implicatures arise.

The analysis oat leastquantifiers gives us the right result for sentences in which more than one of
these quantifiers occur in a sentence, leading to a cumulative interpretation. this seensider
example (9.b), repeated here (with focus on the number word):

(45) a. Atleastthrée boys ate at least séven apples.
The application of the interpretation rules discussed above will lead to the following meaning.
(45)  b.0yX[=3(y) OBovs(y) 0=7(x) OArPPLEYX) L EAT(Y, X)]

In the examples considered so far the focus was on a numbetthveedBut we have seen thai
leastcan focus on other expressions too. Let us first considdollowing case, in whichat least
is applied to a conjunction of two names.

(46) a. Atleast[John and Mapygft.

Focus onJohn andMary signalsthe presence of alternatives, and plagticle at leastpresupposes
that the alternatives arerdered. Therelevant ordering relation here is the part relation on
individuals,<,. We then get the following interpretation:

(46) b. [[,JOhn and Mar}] = JoHNT MARY
[[exJOhn and Maryy], = {&X, yO x<; y}

c. Type lift from e talle, €)t0
E[NPJéhn and Mar},] = AP[P@oHN MARY)]
[\pJOhN and Mar] = {RP[P(X)], AP[P(Y)] X<, v}

d. [at leasfJohn and Marj]
=0 {P | RP[P@oxNT MARY)], PO { R P[P(X)], AP[P(Y)IT| X<, v}
=0 {AP[P(y)] [3oHNT MARY <, v}
= APLy[3onNT MARY <y O P(y)]
[at leasfJohn and Marj] , = the standard alternatives

e. %{[at least{John and Marj], [t, Ieft]]ﬂ = [y[soHNT MARY <,y OLEFT(Y)]
[[at leastJohn and Marj, [t, lef]]] , = the standard alternatives

In step (c) we have performed a type shift from the type of entities to the typmamtifiers, which
is necessary because the operdiias not defined for type e. Notice thhe alternatives anttheir
ordering are projected in the usual fashion. We arrive at a meaning saying thainaigicimal that
contains John and Mary left.

Yet another case is presented by the following example:
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(47) a. [Three boys]left.
b. Atleast [three boys]eft.

What are the alternatives thfreeboys andhow are they ordered? It is naturaldesume that the
ordering is the one induced by the part relation on individgalen sets, which | will cak,.

(48) If P and Q are sets, therxRQ iff OxUOPLYyUQ[x <, y]

For example, we have ‘three boys*four boys’, and ‘three boy<, ‘three boys and a girlWith
this ordering, (47.a) excludes by scalar implicature that four boys left, dhteaboysand a girl
left. (47.b) does not exclude that, because the alternatives are wgdddstand then eliminated.

(49) 4. E[[D three boyk, [t, Ieft]]% = [X[3(x) OBoYS(X) OLEFT(X)]
[[O three boyk, [t, left]]] , = {{IX[P(x) OLeFT(X)], (X[Q(X) O LEFT(X)](] P<, Q}

b'. [[[O at least[three boyk], [t, left]]
= XCRQIYI3(Y) DEovs(d] < Q 0 Q(Y) DLEFT(y)] |
[[[O at least[three boykl, [t, leff]]] , = the standard alternatives

In our next example, the ordering relation is introduced by a taxortoer@rchy. Assume that we
are interested in the origin of John. We know that he is an American, we even have evidence that he
is a Texan, but we don’t quite know yet his origin from within Texas. In this situation one can say:

(50) a. Johnis atleast a Téxan

We get this interpretation & Texanis a node of a taxonomrelation<.,, on which we have, for
example AMERICAN <;,, TEXAN, andTEXAN <., AUSTINITE. We will get the following meaning:

(50) b. Q[TEXAN <;, QU QEOHN)]

That is, it is claimed that John has a property Q that is at least as specfissa®sn the taxonomic
scale. Due to the nature of taxonomic scales this will entail that Johheisaa, and also thdbhn
is an American.

Finally, let us consider anexample inwhich the order of the alternatives is introduced by a
hierarchical relation.

(51) a. Maryis at least [an assoOciate profegsor]
The expression in focuan associate professantroduces the following ordered alternatives:

(51) b. [[an associate profesga},
= {[ASSIST.PROF, ASSIST.PROH, [ASSIST.PROF, ASSOCPROH,] [ASSIST.PROF, FULLPROFL]
[ASSOCPROF, ASSOCPROH.] [ASSOCPROF, FULLPROF.]
[FULLPROF, FULLPROMJ

= Spror

This leads tdhe following meaning, which entaildat Mary is either an associgieofessor or a
full professor.

(51) c. Q[ASSOCPROF<,10rQ Q(MARY)]

Notice that in thiscase, asentence of théorm [...at least...] does notentail the same sentence
without at least (51.a) doesiot entail that Mary is arassociateprofessor; shenight be a full
professor.

3.4. At mostQuantifiers

It seems straightforward to appllge accounfor at leastdeveloped in therevious section to
downward-entailing quantifiers lik&t most three boy3 he meaning that suggests itself émost
is the following (compare it with the meaningadfleastgiven in (41)):
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(52) %at mosta] =0 {X | X, [a]0d [a]a}
at mosto] , = the standard alternatives

That is,at mosto creates as a meaning the union of all alternative meaningsi Xt@ft are at most
as strong as the meaningoofin the case ot mostthrée boys these are the alternatives that are
denoted bythree boystwo boysandone boy

(53) a. [thrée boy% = Ax[3(x) OBoYS(X)]
[thrée boyq , = {IXx[n(x) OBOYS(X)], AX[M(x) OBOYS(X)] ] N<,, m}

b. %at mostthrée boyg] = Ax[<3(x) OBoYS(X)]
at mostthrée boyg] , = the standard alternatives

We then get the meanir{§4.b) forthe sentence (54.a). tliis sentence iasserted, it i<laimed
that there was an individual x consisting of at most three boys such that x left.

(54) a. Atmost thréeboys left.
b. [[[O [at mosfthrée boyd]], [t, leff]] = X[<3(x) OBoYS(X) U LEFT(X)]

There are at least two problems wikiis. One ©ncernsthe proposedmeaning: It entails that there
was at least one boy that left. But the following sentence does not express a contradiction:

(55) The evidence we have shows that at mostth@es left, but we are not sure whether any
boy left.

The GQ analysis, 80y n LErT) <3, fares better in this respect, as it doesemtdil that aboy left
(notice that if the intersection is empty, we hav@#(n LErFT) = 0, and G 3).

The second problem is even more severe. It concerns the fact that (54.b) does not exchate that
than threeboys left. As wehave sen, cumulativity of predicates likéeft will ensurethat, if four
boys left, then the proposition ‘three boys left’ is true as well.

Perhaps wecan excludepropositions like ‘four boydeft' using alternativesFor example, we
might assume a rule fat mostthat keeps the alternatives alive:

(56) [lat mosta] =0 {X | X, [a]C0 [a]s}
%at mostcx% N E[O({] A

The AsserT operator then could statbat there argeasons forthe speaker not toclaim the
alternatives that are not entailed by the meaning. For our example, this amounts to sathegethat
are reasons not to claim propositions of the form ‘n boys left’, for n > 3. Hence, these propositions
would beexcluded by scalar implicature, just as wiitle sentencéhree boys leftin the theory
introduced in section (3.1).

But three boys leftand at mostthrée boys leftdiffer in their semantidehavior. The second
sentence expresses a stronger commitment to the exclusion of alternatiees. ot jusindicate
that the speakdras reasons not taim these alternativpropositions,but more specifically says
that these propositionare false. Thisshows up when wéry to cancel the additional meaning
component. (57.b) is a contradiction, in contrast to (57.a).

(57) a. Three boys left, perhaps even four
b. *At most thréeboys left, perhaps even fQur

How can weexpressthe differentstatus ofthe alternatives in these cases? Notice that the
alternatives were introduced in differemays. In (57.a), thewre introduced by the meaning of
number words (they belong to a Horn scale). In (57.b), we find tlatditionfocus is involved.

We may now distinguishbetween alternatives that apest introduced byHorn scales, and
alternatives that are introduced by focus. Inl#tier case,alternatives that are not entailed by the
meaning proper are notonly explicity not asserted, buexplicitly denied. This suggests the
following rule for theasserToperator:
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(58) AsseriM, A) =

a. If the alternatives were introduced by focus:
Speaker claims M, and for every M A such that M1 M, Speaker claimsM'.

b. Otherwise, Speaker claims M,
and, for every MO A, M' # M, speaker has reasons not to claim M

There may besome evidencefor the particular role offocus in introducing alternatives. Van
Kuppevelt (1996) observes that if a number word is the focus of an answer (in his tgyanspfs
the comment), then we have an “exact” interpretation. This explains the following contrast:

(59) a. [Who has fourteen children?]
Nigel has fourteen children. In fact, he has fifteen

b. [How many children does Nigel have?]
*Nigel has féurteenchildren. In fact, he has fifteen

However, we find that (60) is fine, in contrast to (59.b).

(60) [How many children does Nigel have?]
Nigel has féurteenchildren, perhaps even fifteen

It seems thatcontrary to varKuppevelt, focusation does not necessaldlgd to an “exactly”
reading. Under such an interpretation, (60) would be contradictory, judtigsl has exactly
fourteen children, perhaps even fifte@he only way tanakesense of this is to assume that (60)
excludes by scalar implicature, and not raganing, ltat Nigel has more children. The contrast
observed in (59) has to be explained in different ways. In (38eiiyst clause ismotivated in its
context because it simply takes over the background ajubstion,have fourteen childrerwhich
indicates maximal coherence of thaswer tothe question.(An answer likeNigel has fifteen
childrenis an indirect answer from whidhe directanswercan beinferred). In (59.b)there is no
reason to givethe answer Nigel has fourteen childrerin the first place, and therefore the
interchange is bad.

Why, then, is (57.b) bad, orsentence like Nigel has atmost fourteenchildren, perhapseven
fifteen? The obvious reason is thhefirst clausealready excludes explicitly that Nigehsmore
than fourteen children. The second clause then expresses a blatant contradiction to the first clause.

The use ofalternatives to capture the meaning astfmostis also implausible because of the
following reason. Clearly, the meaningsabieastandat mostshould be related. But we have seen
in the preceding section that we should assumeatheastmakes use of the alternatives introduced
by focus, leaving no alternatives that could trigger scalar implicatures. Similarshaudexpect
that at most makesuse ofthe alternatives andloes notleave any that could trigger scalar
implicature.

One way of dealing with the special meaning contributioatahostis thefollowing. We assume
that semantic interpretations do not just give us ftcotiditions, but also “falsity conditionsThat

is, the interpretation of an expression igadr thatspecifies the truth-conditional meaning and the
falsity-conditional meaning. Thisuggestion had®een maddor semantic interpretation within
Situation Semantics, cf. e.g. Barwise (1987). It can be used to characterize the mepaitiglesf
like at mostby assuming that thiparticle does nothave any effect on the truttonditions, but
rather affects the falsity conditions. A sentencedikmost thréeboys lefisays that th@roposition
‘more than three boys left’ is false, and it leaves the truth conditions unspecified.

We might be able to develop an account along these linesievér, it has toface some
fundamentaproblems,and it is unclear whether a principled solutican be givenGoing from
mere truthconditions to truth/falsity conditions enforces a fundamental changdkeirsemantic
representation, because now every expression shoulabgcterizedboth in truth conditions and
in falsity conditions. But then it is unclear what theh conditions of a sentence lile¢ mostthrée.
boys camehould be. We could give a straightforward compositional analysis #ieffigllowing
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lines: The sentence has as falsity condifizf>n(x) 0 Boys(x) [ LEFT(X)], thatis, this sentence is
false, and as truth conditionx[<3(x) O Boys(x) O LErT(X)]. However, notice thatthis would
wrongly entail that at least one boy left.

| would rather like topropose thaat mostsentences do not have any mearpngper, butrather
come with a type of alternatives that are marked as being excluded $yyetheerlL et usassume
that alternatives can havepalarity , avalue that is eithepositive, marked“+“, negative,marked
—", or neutral. Technically, positive and negative alternativesgaies of a polarity marker and a
meaning, but instead &F, a_land[3, &l will simply write +a and —a, respectively.

The rule forat mostnow can be given a®llows. | usethe notation —A to indicate that tiset of
alternatives A are all assigned the polarity marker “-”, and similarly +A.

(61) [[at mosta] = undefined
%at mosto%lA = —{X O Field([o] ) | =0X, [a] OO [a] .}

That is, we reduce the set of alternatives @fto all those thatare not smaller or equal to the
meaning ofx, and we mark these alternatives as negative.

Let me illustrate the derivation of example (54.a) in this new framework.

(62) a. [thrée boy% )\x[3(x) OBoYs(X)]
[thrée boyg , = {IXx[n(x) OBOYS(X)], AX[Mm(X) OBOYS] | N<, M}

b. %at most thre,eboy%' undefined
at most thréeboy
={X O Fleld(E[threeF boyq,) | =X, [thrée boyq 1] [thrée boyq,}
= —{Ax[n(x) OBoys(x)] | 3 <, n}
= {=Ax[n(x) OBoys(x)] | 3 <, n}

C. [Opeq] =AQAPIX[Q(x) U P(x)]
% DET % = the standard alternatives
d. % 0 at most thre,_eboys}% = undefined
[J at most thrégboyg] , = {-APX[n(x) UBoys(x) OP(x)] | 3 5 n}
e. %t Ieft]% _LEFT(Xl)
t, left]] , = {LEFT(X))}

l;l;

[0 at most thréeboyd, [t, Ieft]]% = undefined
[0 at most thréeboyd, [t, left]]]] = {~IX[n(x) O Bovys(x) OLEFT(X)] | 3 <, n}

The definition of thexsserToperator now contains in addition the following clause:
(63) AsseriM, A): If M is undefined, then for every Ml A: Speaker claims M’
In the case at hand this amounts to the following:

(62) g. Forall MO {-IX[n(x) OBoys(x) OLEFT(X)] | 3 <, n}, Speaker claims M,
that is, Speaker claimgIx[>3(x) [0BoYS(x) L LEFT(X)]

That is, Speaker claims that there is no sum individual consisting of moréhtbahoys that left.
No scalar implicaturarises in this case, as we do moimpare any meaning that atually
expressed with alternative meanings.

We have argued above tl@tmostdoes not lead to existentjtesuppositions. However, many
cases sentences wahmostseem to be close to having such presuppositions. We may express this
by saying that, in addition to the meaning rule in (61) we have the following meaning rule:

64) [at most]: O {X oo
69 %gt mgiw%f{—{xlmﬂa%a]xmggj 0X # [a]}
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Our exampleat mostthrée boys leftwould ten have the meaningX[<3(x) O Boys(x) U
LEFT(X)]', which entails that (at least) one boy left. Notice that no saadplicature will arise under
this analysis either, because this meaning does not stand melainyn of semantistrength to the
alternative meanings, which are of the fosiix[n(x) C0Boys(x) O LEFT(X)], with n > 3.

One piece of evidence thatmostcan be understood as having an existeptiaupposition comes
from the fact thatat mostNPs can introducediscourse referents. However, discoursterents
introduced byat mostare not quite agood as NPdased orat least and it might be that the
pronoun in these cases is shorthand for definite descriptions ifiebays bat left) which can be
accommodated if their presupposition is not satisfied.

(65) a. °At most three boys left. They found the play boring.
b. At least three boys left. They found the play boring.

The introduction of polarity-marked alternatives may appear as heavy madbineases that GQ
theory treated in a rather elegamtay all along. This is certainly truewhen we just consider
examples likeat mostthrée boys left But it gives ugthe proper representation in otheases, in
which the GQ representation failed.dives usthe proper meanings in cases in which heave
more than onat mostNPs. Consider the following example (I just specify the alternatives here):

(66) a. Atmostthréeboys ate at most séyeapples.
b. [[[[O at most séverapples, [t, atet,]]] ,
= {~IX[n(x) OapPLEYX) LIATE(X)(X)] | n > 7}
c. [[O at most thréeboyg] ,
{—=AXIX[n(x) OBoYs(x) OX(X)] | n> 3}
d. [[[O at most thréeboyq, [0 at most séverapples, [t, atet]]]]
= {~OyIX[n(x) OBoys(x) O m(y) O appLE]Y) LATE(Y)(X)] | n >3, m > 7}

| assume here th#tte combination ofwo negative alternatives will lead to a negative alternative,
following the rule

67) f(—=X,=Y)=-f(X,Y)
The assertion of (66) gives us the following:

(66) e. AsserT(66)):
For all MO{—Cy[X[n(x) OBovys(x) 0 m(y) darpPLE]Y) O ATE(Y)(X)] | n>3 or m>7},
Speaker claimsM,
that is, Speaker claimgly[X[>3(x) (0 Boys(x) OArPLE]Y) LJATE(Y)(X)], and
=s[OyX[Boys(x) O >5(y) OArPLE]Y) IATE(Y)(X)]

These are the correct truth conditions: It is derfied tnore than threboys ate apples,and that
more than seven apples were eaten by boys.

Let usturn to cases in whiclthe focus etermines a different type of alternatives, as in the
following example. Recall that the relatignis a relatiorfor sets of individuals, based dme part
relation on individualss;, (cf. (48)).

(68) a. Atmost [three boysleft.

b. [[at mos{three boyk]
= —{P O Field([[three boyk],) | = M, [[three boyk] ] [three boyk],}
= {-P |~ P< Ax[3(x) OBOYS(X)]}

c. [[O at mosfthree boykl], [t, left]]] ,
= {~IX[P(x) L LEFT(X)] | = P<, AX[3(x) OBOYS(X)]}

This set contains all propositions of the form ‘some P left’, where P ranges over sets that are not an
I-part of the set that contaissimindividuals consisting ofhree boys. That is, we will exclude
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propositions like ‘three boys left’, ‘two boys left’, ‘one boy left’, and ‘Jdéft’ (if John is a boy)
from this set. But propositions like ‘four boys left’, ‘three boysand a girlleft’, or ‘Sueleft’ (if
Sue is not a boy) will be in this set. Asserting (68) amounts to detly@sgpropositions. (lhave
assumed ';Shat the field of is the set ofill subsets othe universe,and hence | have omitted this
condition.

Finally, notice that we get the right representation for a sentence based on a hierarchical relation:
(69) a. Mary is at most [an assOciate professor]

b. [[Mary is at mosfan asséciate professa},
= {=X(mARY) | X O Field&prop [ X, ASSOCPROF]

The assertion of this sentence will lead todlzm that Marydoes nothave a higher rank than the
one of an associate professor.

3.5. Other Particles and Quantifiers

In the preceding section | have introduced a semantic theory for the partigbst In this section |
will show how it can be extended to handle other particles and quantifiers.

First, if wewant to give aparallel treatment t@t leastand at most then we might replace the
meaning rule foat leastgiven in (41) by the following rule:

(70) [[at leasta] = undefined
[at leasta] = +{X | X, [a]OO [a] .}

TheasserTrule should then be extended as follows for positive alternatives:

(71) asseriM, A): If M is undefined, and if A contains positively marked alternatives,
then Speaker claims that there is on€ M\ such that Mis true.

Under this analysighe sentencat least thrégboys lefthaspositively marked alternatives ‘three
boys left’, ‘two boys left’, ‘one boy left’. If assertethe speaker iscommitted to the claim that
there is onalternative that isrue. Notice that these are the same truth conditions as before, but
now expressed by way giositively marked alternatives. We can explain the slightly different
status ofat least threeboysandat mostthreeboys discussed in (65) as follows: tiere is one
alternative proposition that can be extsd entails that, when this proposition iddat asserted, a
discoursereferentfor the indefinite isintroduced. We find aimilar introduction ofdiscourse
referents in disjunctions, as in the following case:

(72) Pedro owns a donkey, or he owns a horse. In any case, he beats it / the animal.
The particlemore thancan be analyzed as follows; compare this with the meaning raeléast

(73) [[more tham] = undefined
[more tham], =0 {X | Qa], XOO [a], OX # [a]a}

The particldess tharnwill be analyzed as follows; compare withmostas defined in (61) and (68):

(74) [less tharn] = undefined
[less than a], =—{X O Field([a],) | =0X, [a]00 [a], O X =[a] .}

The two-place particlbetweercan be analyzed as a combinatioatdeastandat most

6 The reason why | did not define the alternatives¢6 | CJa], XOO [a], O X # [a]}, but rather by the
complement operation as in (61), is that under this definition, (68.c) woulexolide popositions like ‘three girls
left’, or ‘Sue left'.
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(75) %betweem andﬁ% = undefined
b

etweern andf], =+{X| X, [a%ﬂ[ﬁ
—{X O Field([B], | - E[BB% XOO [B]a}
= [at leasta],, UJ [at most3

(76) [[exactlya = undefined
%exactlyoﬂA = +{X | X, ﬁ[a]DD [a] .} O —{X O Field([a] , | = o], XOO [a] .}
= [at leasta]|, U [at most] ,

In this casethe alternatives will end up containitigpth positive andhegativeelements. As an
example, considethe interpretation obetweenthree andfive boysate béween seven and ten
apples

(77) a. [thrée] = APAX[3(x) O P(x)]
[thrée], = {APAX[n(x) O P(x)], APAX[m(x) OP(xX)]d] n <, m}

b. %ﬁv = APAX[5(x) O P(X)]
fiv = {APAX[Nn(x) O P(X)], APAX[m(x) O P(x)]d| n <, m}

C. [[between thréeand fiv
= +{X | X, [thrée] 0 threeFle} 0 —{X O Field([five], | ~ five], XOO [[five] .}
= {+)\P)\x[n(x) OPX)] | 3=y n} O {=APAX[n(x) O P(X)] | 5 5 n}

d. [between thréeand five boyg ,
= {+Ax[n(x) OBovys(x)] | 3=, n} O {=Ax[n(x) OBoys(x)] | 5 <, n}

e. [[D between thréeand five boyg ,
= {+APX[n(x) OBoYS(X) LIP(X)] | 3<, N} O {=APIX[n(x) OBOYS(X) O P(X)] | 5  n}

f. [0 between sévemnd tén appleg,
= {+APX[n(x) OappLEYX) LIP(X)] | 7<, n}
O {—APX[n(x) DappLeYX) O P(x)] | 10 5 n}

g. [0 between sévemand tén apples, [t, atet,]],
= {+X[n(x) O aPPLEYX) LJATE(X,, X)] | 7<, N}
O {~IX[n(x) OappLegX) OATE(X,, X)] | 10 5, n}
h. [[[O between thréeand five boyd, [0 between sévemand tén appleg, [t, atet,]]] ,

= {+[XxOy[n(x) OBoys(x) O m(y) UappLeqy) UATE(X, y)] | 3<,n and7 < m}
O {~IXCy[n(x) OBovys(x) 0 m(y) OarpPLE]Y) TATE(X, V)] | 5< norl0: <, m}

We getthis result undethe following assumption aboutow positive and negative alternatives
should be combined, which says that wheneveegative alternative is combinedth any other
alternative, the result will beegative. A positivealternative can be obtainemhly by combining
positive alternatives.

(78) f(=X, =Y) = f(=X, +Y) = f(+X, =Y) = —f(X, Y);
f(+X, +Y) = +{(X, Y)

If asserted, (77) amounts tiee following: Thespeakerclaims that there is proposition of the
form ‘n boys ate m apples’, with13 and m< 7, that istrue, butall propositions othe form ‘n
boys ate m apples’, where either 5 < n or 10 <m, is false.

We also have to accoufiir the combination of negative and positive alternatiwéth neutral
alternatives, as in the following sentences:

(79) a. Atleastthree boys ate seven apples.
b. At most three boys ate seven apples.

In the cumulative interpretation, (79.a,b) say that seven apples were eaten by boys, and in addition,
(a) three or more boys patrticipated in the eating(bindgt is notthe case that more than thieeys
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participated in the eating. We get these interpretations by assuming that non-neutral altéakatives
precedence over neutral ones:

(80) (X, 2Y) = f(£X, Y) = £f(X, Y)

Oneinteresting consequence of thisatment ofexpressions liket most at least exactly and

between n and s that on the semantic level they are essentiatlgfinites. There is one well-
known propertythat theyshare with other indefinites, namely, they occuthieresentences, in
contrast to true quantifiers.

(81) a. There were three / at least three / at most three / exactly three / between three and five
books on the table.

b. *There was the book / every book on the table.
c. *There were most books on the table.

There exist a number of attempts dbaracterizethis distribution semantically. Aecent one,
McNally (to appear)gessentiallyassumeshiat theresentences have predicates as subjects (type
(¢, 1). This excludes true quantifiers from thpssition. Notice that the theory developed here
analyzesxpressions likehreebooks at mostthree books or betweenthree andfive books as
predicates, and hence predicts that we find these expressions as the sulbjewseftences.

3.6. The Translation of Alternatives to Meanings

Let meturn now to anmportant general point, and a firtalist in our story. One feature of the
theory developed here is thetpressions likat least at most exactly etc. are interpreted in an
two-pronged way. The particles themselvesetiogr withthe alternatives introduced byfacus
within their scope, create a certain type of alternatiget. Another operator, anillocutionary
operator likeassert, makesuse of thisinformation and transforms ihto something that can be
related to the usual truth conditions that we ascribe to these sentences. For éRanafikrnatives
in (62.f) were transformed msserTto the formula-[x[>3(x) O BoYs(X) O LEFT(X)].

So far we have assumduht illocutionaryoperators perfornthat transformation, and as weave

seen that these particles can block scalar implicatures that presumably arise by illocutionary
operations, this appeagsliite plausible. Howeverthe particles inqguestioncan be interpreted in

terms of truth conditions eveshen noillocutionary operator igpresent. Considethe following
example with the particlat most

(82) Mary was aware that at most thrée boys were present.

The prominent reading dB2) is one in whiclcan be described as ‘Mawas aware that the

number ofboysthatwere present is at most three’. Weed the truth-conditional interpretation

within the description of Mary’s belief, even thoutjle embedded clause is not directhserted.

One way of dealing with that is to assume the creation of truth conditions from aaftetradtives

can be enactedithout the presence of an illocutionagperator. As weneed propositions to

express that rule, it is plausible to assume that, as soon as we arrive in the semantic derivation at the
propositional level (type t), the marked alternatives are translated to truth conditions.

(83) Ifais of type t[f] is undefined, anfiof], containst-marked alternatives,
then take as new meanipa][the following:O [{p | +p O [a],} O {=p | —=pO [a]}1
and as the new alternativigs|[ the standard alternatives (that isxJ[ (la], [a] D).

This rule isnow independent of any illocutionaryperator, anchence itallows us todeal with
cases like (82). It gives us the right result in root sentenceatlikest thrégboys were preseras
well: they express a propositiomere ‘it is not the case that more than thyegs werepresent’.
The AsserT operator is applied to this proposition, and atoés nothave proper alternatives, no
scalar implicature will arise.
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The point at which markedlternatives are translated into meanings cannot be identified as the
syntactic category S. Consider the following example (from the British National Corpus):

(84) In 1621 the French mathematician Bachet de Meziriac observed that apparently every
positive number could be expressed as a sum of at most four squares.

The embedded clause certainly is not intendethéan: ‘Thehighest n such thavery positive
number can bexpressed as a sum of n squares is 4. Rather, it should expeefslowing:
‘Every positive number can be expressed by a sgm x> + ... X7, where ¥ + x,> + ... x? has

the property that rc 4’. The criticalpoint is that the lagiiP, at most four squaresntroduces a
referent, and the description of this referent is that it is a sum of squares that does notnooatain
than 4 elements. Hendke point atwhich the alternatives are translated to a truth-conditional
meaning is within the application of the descriptive content ofNtRgeat most four squarego its
referent. This is not a clause in any syntactic sense, but a propositiont)(typesemantic
interpretation. Hence the translation of alternatives to mearfoilgsvs semantic criteria, not
syntactic ones.

We find similar types of interpretations for other particles. Consider the following contrast:
(85) a. He only can play the piano with his léfand.
b. He can play the piano with only his |dftand.

Example (85.b) can be paraphrased as:chie play the pianwith x, and x is only higeft hand,
that is, x does not contain his right hand.’

Finally, 1 would like tomention that the particlagnder consideratioare allfocus-sensitive, and
they share with other focus-sensitive particles that Iblodir scope andheir focus matter for
interpretation (for example, in (85.a,the particleonly had the sam#éocus, butdifferentscope).
We have seen the influence fotus above(cf. At mostthrée boys leftvs. At most[threeboyq.
left). The scope is indicated by the syntactic position of the particle. Coaxasiple(82) with the
following:

(86) Mary was at most aware that thrbeys were present.

This is to be paraphrased as: ‘There is no n, n su8h thatMary wasaware that rboys were
present’.

| should add that it seems that not omymarked alternatives are subject toarrow-scope
transformation to trutltonditions. We also find this with normal number rd® thatarguably
introduce unmarked alternatives. Notice that the following sentence is not pragmatically odd:

(87) Three boys ate seven apples, and four boys ate nine apples.

We are talking here about two different groups of boys, anddifferent groups ofipples.Scalar
implicature applies on thievel of thedescription of thosgroups,not on thelevel of theclause.

The paraphrase of the first clause of (87) is ‘There is an x and a y and x ate wrarttinee bys,

and y areseven apples’. The subpredicationsabe threeboys’ and ‘y areseven apples’ are
strengthened by scalanplicature to ‘x are not more than thrbeys’ and ‘y are not more than

seven apples’'What is important here is that we hatweo independent applications of scalar
implicature. The second clause @7) then introduceanothergroup of boysand apples, with
independent applications of scalar implicatures. Of course, there must be some criteria that allow us
to distinguish between the two groups of boys.

4. Conclusion

In this article | tried toshow that many expressions thatre analyzed as determiners in
Generalized Quantifier theory acquire their quantificational effect in a rather indagciThey are
particles that associate with arpression with focushat introduceslternatives, and they exploit
these alternatives at different gams. This explains their syntactidistribution, which is
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considerably wider thathe one ofdeterminers. It also explainghy meanings of sentencéisat
contain them vary in the typical ways that we observe with other focus-sensitive partiobestd
show whythese particles do not trigger scalar implicatuled we normallyfind with number
words. Wehad towork with the concept ofordered alternatives, and fdhe treatment of
downward-entailing particles, likat most we had to introduce the concept of positively marked
and negatively marked alternativésid we had tcassumeHhat alternatives can be translated into
regular meanings at certain points in the syntactic derivation.
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