3.5 Generalized Quantifiersin DRT
3.5.1 A Simple Extension to Non-Universal Quantifiers

The rulesfor DRS construction and interpretation we have considered so far just cover one logical
type of quantifier, namely the universal quantifier. But we also want to be able to treat sentences
with other quantifiers, like the following ones:

(23) a Most farmerswho own adonkey likeit.

Many farmers who own a donkey likeit.

Few farmers who own a donkey likeit.

No farmer who owns a donkey likesit.

Most of the time, if afarmer owns adonkey, helikesit.
. If afarmer owns adonkey, he usually likesit.

If afarmer owns a donkey, he often likesit.

If afarmer owns adonkey, herarely likesit.
d. If afarmer ownsadonkey, he never likesit.

Obviously we cannot represent these quantifiers with just one symbol “ b ”. So let us represent
them in the following format, illustrated for (a) (Kamp & Reyle have the symbol mosr in adia-
mond):

(25)

(24)

ne oo

o T

u v
farmer(u) MOST [ulikesv]
donkey(v)
[uownsv]

In general, we will represent quantified sentences by a symbol Q that stands for a particular quan-
tificational force. For example, most and usually will be represented by most, many and oftenby
MANY, fewand rarely by FEw, and no and never by No.

With acomplex condition K Q K¢ we have that K¢is subordinate to K, and that K and K ¢are sub-
ordinate to the DRS in which they are contained.

How should we interpret DRSs with a quantifier symbol Q? We can make use of the central insight
of Generalized Quantifier theory, according to which aquantifier isarelation between two sets. For
example:

(26)  Every boy sleptevery([boy])([slept]) whereevery(X)(Y) iff X Y.
(27)  Most boys slept mosT([boy])([slept]), wheremost(X)(Y) iff [#(X C Y)> #(X — V)],

In DRT, quantifiers should express relations between sets of embeddings. The interpretation rule
refersto the quantifier Q, stated informally, isasfollows:

(28)  Def: A function g verifiesacondition K Q K ¢in M iff
Q extensions g¢of g, where Dom(g) = Dom(g) E U(K), that verify K in M
can be extended to g2, where Dom(¢) = Dom(gd E U(K ¢, that verify Kgin M.
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For example, g verifies the condition (25) iff
MOST extensions g¢of g, where Dom(g) = Dom(g) E {u, v}, that verify “farmer(u)”, “don-

key(v)”, “[uhasv]”
can be extended to g2 (where in this case ¢ = g¢ such that ¢ verifies“[u likesv]”
More formally, taking Q to be ageneralized quantifier (arelation between two sets):

(29) Def: A function g verifiesacondition K Q K ¢iff _
Q{oa¢lgi geand Dom(gg = Dom(g) E U(K) and geverifiesK inM})
({gl$h[gl hand Dom(h) = Dom(g) E U(K) E U(K¢ and h verifies K¢in M})

3.5.2 Asymmetric Quantification

The interpretation rule (29) seemsto be a straightforward extension of the rule for universal quanti-
fiers. However thereis a problem with cases like the following one:

Assume amodel M with 10 farmers (f1...f10) that own donkeys. One of them owns 100 donkeys
(d1..d100) and likes all of them. The other farmers own one donkey each (d101...d109) and don’t
like them. Are the following sentences true?

(30) a Most farmersthat own adonkey likeit.
b. If afarmer owns adonkey, he usually likesit.

Clearly, (a) isfalsein such asituation. Things are perhaps less obvious with (b), but you probably
would consider it asfalse, too.

However the DRS interpretation rule says that they are true:

Assume that (25) isthe only condition of a DRS. According to our definition, itistruein M iff
thereisafunction (here, the empty function) g that verifies (25). In turn, the empty function g veri-
fies (25) in M iff most g with Dom(g) = {u, v} that verify the antecedent DRS verify the conse-
guent DRS.

We have the following situation:

Functions verifying antecedent DRS: Verifies the consequent DRS?
{a, fii &, di yes

{41 11 &, o} s

{a, 117 &, d3} yes 100 cases
{a, 117 &, d10G§ yes

{a, T2 &, d101} no

{an fF &, d107 no >9cases

{&, 1A &, d109 o

There are 109 distinct functions g that verify the antecedent DRS, of which the vast majority, 100,
also verify the consequent DRS. Hence the condition is verified in M, contrary to our intuition.

This problem, which was pointed out by Kadmon (1987), is known as the proportionproblem.
The heart of the problem is that we treated the discourse referent for the farmer and the one for the
donkey on the same level (we effectively quantified over farmer/donkey pairs). That is, we treated
this example as a case of symmetricquantification However,thereis aclear asymmetry in the
roles of the two discourse referents: What counts for quantification (at least in acase like 32.a) is
the farmer discourse referent, not the donkey discourse referent. This shows that in those cases we
don’t have truly “unselective quantifiers’, as claimed by Lewis (1975).
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Let us therefore introduce a notation that highlights one variable, e.g. “ mosrt(u)”, as the one rele-
vant for counting cases. The DRS construction rule for nominal quantifiers must identify the dis-
course referent of its head noun and create conditions like the following one:

(31)

uyv

farmer(u) MosT(U) [ulikesV]
donkey(v)
[uownsv]

Such conditions are called duplexconditions

The truth conditions must respect this choice of a special discourse referent. One proposal (cf.
Kamp & Reyle p. 317:)

(32)  Def: A function g verifiesacondition “K , Q(d) K,” in M iff
Q({a| $9¢gi g¢& Dom(g¢ = Dom(g )EU(K )& gd€d) = a& geverifieskK, in M]})
({a $9dgi g¢& Dom(gg = Dom(g)E U(K )& g€d) = a& geverifieskK inM &
$02[g¢i g2 & Dom(g2) = Dom(gq)EU(K ,) & g2 verifiesK, in M]]})

This definition gives us what we want:

a) We still quantify over all the discourse referents in the antecedent box. In particular, indefinites
within the antecedent will get quantified over.

b) But what counts when it comes to determining whether a particular quantificational relation ob-
tainsis the number of objects (@) the designated discourse referent (d) refersto.

We may alow quantification over more than one discourse referent by allowing duplex conditions
like K, Q(dy, ...d) K, and the following interpretation:

(33) Def: A function g verifiesacondition “K ; Q(d,,...q) K,” in M iff
Q{&,...a $9¢g i ge& Dom(ga) Dom(g)E U(K ,)
& gd&d,) = . gfd)=4a & g¢ver|f|esK inM]})
(..o $odg | ge& Dom(ga) Dom(g)EU(K,) &
& g€d) =a & ... gfd,) = 3, & geverifiesK, inM &
$gZ[g¢| R & Dom(gZ) Dom(gq)EU(K )& 02 verifiesK, in M]]})

The example introduced above s treated as follows. Clearly, the sentence will come out as false.

Individualsin restrictor set: Alsoin matrix set?
f1 (because of d1 or d2 or ... d100) yes 1case

f2 (because of d101) no

f3 (because of d102) no } 9 cases
f10 (because of d109) - no

It seems clear that we have asymmetric quantification in cases of nomina quantifiers (the discourse
referent associated with the head noun is“the boss’, in Kadmon'’s terms). But what about condi-
tional sentences? The phenomenawe have to deal with are much more complex:

For example, sentence accent seemsto play arole:

(34) a IfapainterlivesinaVILLAGE, itisusualy nice.
(= most paintersthat livein avillage livein anice one)
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b. If aPAINTER livesinavillage, itisusualy nice.
(= most villagesin which there lives a painter are nice)

In (34.a) we get the so-called subject-asymmetriceading and in (b) the object-asymmetric
reading

It seems that there are true symmetr i creadings:

(35) If awoman has achild with a man, she usually keeps in touch with him.

It seems that for a sentence like (35) each woman-man pair such that the woman has a child with the
man has to be counted separately.

1. Weak and Strong Interpretations

Another problem that appears with the usual modeling of quantification in DRT can be illustrated
with the following examples:

(36) a Every farmer who ownsadonkey beatsiit.
b. If afarmer owns a donkey, he beatsit.
Assume amodel M with five farmers that own donkeys:

f1 owns dl1a, d1b, beats dla, d1b,

f2 owns d2a, d2b, beats d2a, d2b,

f3 owns d3, beats d3,

f4 owns d4a, d4b, d4c, d4d, beats d4a,
f5 owns d5a, d5b, beats d5b.

That is, every farmer that owns donkeys beats at |east some but perhaps not all of the donkeys that
he owns. Are sentences (36.ab) intuitively true? Most people say no. Which prediction does DRT
make? Let’s check. The example will yield one of the following DRS conditions:

(37) Classica DRT: DRT with generalized quantifiers:
u v u v
farmer(u) p [ulikesv] farmer(u) EVERY(U) [ulikesv]
donkey(v) donkey(v)
[uownsv] [uownsv]

Assume for smplicity that there is no previous discourse, that is, the DRSs given above are the only
conditions. Then we have:

Classical DRT: The DRSis verified by the empty function in M iff
every function g: {u, v}® A such that g(u) isafarmer, g(v) isadonkey, and g(u) owns g(v)
issuch that it also holdsthat g(u) beats g(v).

Clearly, thisisfalsein M. Take e.g. g(u) = f2 and g(v) = d2c; it holds that g(u) owns g(v), but it is
not the case that g(u) beats g(v).

DRT with Generaized Quantifiers: The DRSis verified iff the following holds:
every({al $9[g:{u, v}® AUg(u) =a& g(u) T F(farmer) & g(v)1 F(donkey)

& &(u), 9(vil Fown)]}, - -
{a $h[h: {u,vi® A, whereh(u) =aé& h(u)l F(farmer) & h(v)| F(donkey)

& &(u), 9(vil F(own) & &(u), g(vil F(beat)]})
whereevery(A)(B) iff Al B.
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Now,this turns out to be truein M! Reason:

For a=f1, we have e.g. g(u) =f1, g(v) = dla, angl= h,
for a=f2, we havee.g. g(u) =12, g(v) =d2a, and g = h,
for a=f3, we have e.g. g(u) =13, g(v) =d3,and g = h,
for a=f4, we have e.q. g(u) =f4, g(v) =dda, and g = h,
for a=f5, we have e.q. g(u) =5, g(v) =db5a, and g = h.

That is, for every farmer that has a donkey there is some donkey or other that he beats.

In order to get the same interpretation asin classical DRT we have to modify the interpretation
rule for duplex conditions in the following way. We call thisthestr onginterpretation and con-
trast it with the weak interpretation given in(32).

(38) Def: Strong interpretation of duplex condition.

A function g strongly verifiesa condition “K , Q(d) K.,” in M iff
Q(f{al $9d9i g¢& Dom(gg = Dom(g)EU(K )& go{d) a& geverifiesK, in M]})
({a™ g¢gi g¢& Dom(gg = Dom(g)E U(Kl) & g¢d) =a& gq:venﬂesK inM @
$02[g¢i g2 & Dom(g2) = Dom(g9dEU(K,) & g2 verifiesK, in M]]})

Note that the definition contains in the second argument of Q a universal quantifier. For our exam-
ple this means that every farmer athat owns a donkey must be such that a beats every donkey that
he owns. But thisis not the case in our model; the farmers f2, f4, f5 are counterexamples.

We have seen that we can change the “weak” interpretation of duplex conditions (32) to the
“strong” interpretation (38). A different (and much more difficult) question is which interpretation
we actualy find in natural language. Examples like (36) seem to favor the strong interpretation. But
other examples clearly favor the weak interpretation:

(39) a Every person who had adime put it into the parking meter. (Schubert & Pelletier 1988)
b. Every customer who had a credit card paid with it. (Heim)
c. No farmer who had adonkey bezat it.

Examples (a, b) show that the meaning of the VP may matter. For example, (a) can be true even
though the persons did not put all the dimes they possessed into the parking meter. Example ©
shows that the quantifier itself has some influence. In the strong interpretation, the DRS of © would
betrueif no farmer beats all of his donkeys. But © istrueiff no farmer beats any of his donkeys.

Further reading:

Youngeun Yoon, “Total and partial predicates and the weak and strong interpretation”, Natural
Language Semantics4 (1996), based on a UT dissertation.

Chris Barker, “Presuppositions for proportional quantifiers’, Natural Language Semantics 4
(1996)

Bart Geurts, “Donkey business’, to appear in Linguisticsand Philosophy

Manfred Krifka, “Pragmatic Strengthening in Plural Predications and Donkey Sentences’. Se-
mantics and LinguisticTheory VI, 1996.

Exer cises:

1. Specify aDRS construction rule for reflexive pronouns, in the format we have used so far, and
show how it works with the examplePedro shaves himselfthat is, show how it leads to a
proper DRS, together with other rules that we have established already).
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2.

3.

Therule CR.ID for indefinite NPs was stated in away that caused the introduction of adis-
course referent in the local DRS in which the indefinite NP occurred. Consider the following
sentences with indefinite NPs marked by the determiner a certain

a. Every student to whom every professor recommends a certain book
that is currently on the top of the New York Tisleestseller list is lucky.

b. Every student to whom every professor recommends a certain book
which the student has already read is lucky.

C. Every student to whom every professor recommends a certain book that the professor
likes is lucky.

Tasks:

(i) Givethe most plausible DRS for each of the sentences (a), (b) and (c).

(if) Which readings are not compatible with our current analysis of indefinite NPs
likea (certain) book and why?

(iii) Can you give amodified rule CR.ID¢that does account for the possibilitieswe find in
sentences (a) - (¢)?

Take the DRS that we constructed for the sentence

Most of the time, if a farmer owns a donkey, he likes it.

in section (3.5.1) and evaluate it with respect to the following model:
M=&, I withA ={p,j, m, ¢, a dl, d2, d3, d4, d5, d6, d7, d8, d9},
F(farmer) = {p, j, m, ¢, &, Bonkey = {d1, d2, d3, d4, d5, d6, d7, d8, d9},
F(own) = { &, d1fi &, d2Ai &, d3i &, d4ii 4, dSi 4, d6i am, d7fi &, d&i &, dS}
F(like = { &, d1i &, d2i &, d3i &, d4i 4, d5}

Construct a DRS for the above sentence in its subject-asymmetric reading and evaluate it with
respect to the model above, using rule(32).

5. Assumethefollowing mode M = &J, i

with U = {f1, f2, {3, f4, d1, d2, d3, d4, d5, d6},

F(farmer) = {f1, f2, 3, f4}, Flonkey = {d1, d2, d3, d4, d5, d6},

Flown) ={&1, dli 42, dA 43, d3i 44, d4i 44, d57 &4, d63}

F(beaf) = { &2, dA &3, dFi 44, d43 .

a) Construct a DRS for the sentence Most farmers that own a donkey beat it.
(Of course you will have to construct a subject-asymmetric reading.)

b) Derive itsinterpretation under the "weak" reading.

b) Derive itsinterpretation under the "strong" reading (cf. (38)).
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