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( 1  17) :k.lcd~~i gave anyone nothing. 

(1 18) John gave t iotl i i~~g to anyotle. 

(1 19) *John gave anything to no one. 

While I have no accoutit of this property of tleed to offer. I believe i t  may 
provide a little bit of additional motivation lor a view o l n w d  as somewhat 
exceptional. 
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The Semantics and Pragmatics of Polarity Items* 

M A N I ' R ~ ~  KRIFKA 
University of Texas at Austin 

For some thirty years negative polarity items (NPIs) have provided crucial 
evidence for litig~iistic theory. But the various accounts of NPIs have not yet 
attained explanatory adequacy .The goal of this paper is toderive the distribution 
of polarity items (and in particular of different types of polarity items) from 
their semantic structure and independently motivated pragmatic principles. 

Section 1 provides an overview of existing theories of NPIs and their 
problems. In 5 2 ,  1 outline my explanation of the distribution of so-called 
weak polarity items, and in 5 3.1 discuss the semantic nature and distribution 
of strong polarity items. Section 4 offers a comparison of weak and strong 
NPIs. Section 5 discusses a wider range of polarity items. Section 6 is 
devoted to so-called "double licensing", and $ 7 to certain locality effects. 
I n  $ 8, 1 discuss NPIs in questions. 

I .  POLARITY ITEMS: 
PAST THEORIES. CURRENT PROBLEMS 

I.  1. Syntax and Semantics 

There is an ongoing debate between syntacticians and semanticists about 
the proper explanation of the distribution of NPIs. Klima [21] may be seen 
as the earliest proponent o f a  syntactic theory. According to him, NPIs must 
be "in construction with", or in more recent terms, be c-commanded by, a 
trigger. Triggers are either an overt negation or an "affective element', e.g., 
a verb like s/11~/1;Â¥ised 
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Research Institute. University of Texas at Austin. Parts of the content of this paper were 
presentcil at talks at the University of Massachusetts ;it Aniticrst in November 1993. and at the 
conference SALT4 ("Sein;intics iititl Linguistic Theory") at tlie University ofRochester in May 
0 9 4 ;  I am pratcl'ul for the comments tl i i i l  I received From the audiences there. In  particular. I 
wisli to thank Gene Rohrhaugh and Jack t lockscm;~ for helpful suggestions concerning the 
con~cnt  and the prescntatioi~ ol this paper. 



(1) a. John didn't say anything. 
b. We were surprised that John said anything. 

Baker 111 reduced the set of tuggers to negation. eliminating ":iflective 
elements". He claimed that NPIs may be licensed derivatively by semantic 
entailment. For example, a sentence like ( 1  b) entails a sentence in which the 
NPI a n y t l ~ i ~ t g  is licensed directly. by negation. 

(2) (1  .b) entails: We expected that John wouldn't say anything. 

A problem of this theory, already observed by Baker, is that it may very 
well predict that NPIs occur everywhere, as every sentence (t) entails -0. 
Indirect licensing therefore must involve a more specific semantic relation 
than logical entailment. 

Fauconnier [7,8,9] and Ladusaw 1261 approached the issue directly from 
a semantic angle by claiming that NPIs occur in downward-entailing (DE) 
contexts and denote extreme elements among a set of alternatives. A 
downward-entailing context for a ,  i.e., an expression XaY. is defined as a 
context where replacing a with a semantically weaker constituent b yields 
a stronger expression XBY. For example, the nominal argument of  a 
universal determiner is DE (cf. 3a.b). and consequently i t  allows for NPIs 
(cf. 3.c). Here I use "c" to express the relation of semantic strength; acfi 
means that a is at least as strong (or specific) as p. 

(3) a .  carrots c vegetables 
b. Everyone who ate vegetables got sick. c Everyone who ate carrots 

got sick. 
c .  Everyone who ate any vegetables got sick. 

This line of attack was undermined by Linebarger 13 1-33 1. who observed 
that many NPI contexts are not really DE. For example, the protasis of 
conditionals allows for NPIs like ever (cf. 4c) but fails to show the DE 
property (cf. 4a,b), contrary to claims made by Ladusaw. 

(4) a .  You visit China and get sick there. 2 You visit China. 
b. If you visit China you will enjoy i t . d  If you visit China and get sick 

there you will enjoy it. 
c.  If you ever visit China you will enjoy it. 

Liiiehitrgcr also showed that advers;itive predicates, like su~pri.sed, are 
not DE i n  Laclusaw's sense. Furthermore she pointed out that NPIs have to 
occur in the immecli;ite scope o f  their liccnser, which seems to call for a 
syntactic analysis. She illustrated this constraint with quantifiers and reason 
clauses. For example. in  the following sentence only the narrow-scope 
reading for everyparty is possible ( i s . ,  there are no earrings that Mary wore 
to every party),not the wide-scope reading (i.e., it was not toevery party that 
Mary wore earrings). 

(5) Mary didn't wear any earrings to every party 

a .  Not (Some earrings x (Every party y (Mary wear x to y))) 
b. ^Not (Every party y (Some earrings x (Mary wear x to y))) 

Heim 1 1  31 defended the semantic position by showing that the notion of 
DEness may be restricted in an intuitively appealing way. Essentially, she 
claims that the presence of NPIs signals DEness along a scale specified by 
the NP1 and with respect to a particular position in a sentence. For example, 
she analyzed ever as meaning 'at least once', and having alternatives 
meaning 'at least n times'.where n>l .The protasisofaconditional sentence 
like (4c) exhibits this limited DEness, as the following implication holds: 

(6) a .  ever: 'at least once'; alternative values: 'at least n times', n>l .  
b. Ifyou visit China at least once you will enjoy it .  c If you visit China 

at least 11 times, you will enjoy it. (n>l ) .  

Another important innovation is that Heim makes the acceptability 
conditions of NPIs dependent on the current common ground of the conver- 
sation. For example. (6b) is not meant to be a logical truth, but a truth of 
suitable common grounds at which sentence (4c) can be uttered felicitously; 
(6b) can be seen as a presupposition of(4c).  Hence NPIs are not just passive 
elements that may or may not be licensed: they actively accommodate 
common grounds. 

More recently, at least three interesting approaches have been developed 
that deserve more careful examination: Progovac 135-381 tries toexplain the 
distribution of NPIs by binding theory, Kadmon and Landman [ 191 propose 
an account ~ ~ ( I H Y  in terms o f  seemantic strength, and Zwarts I481 develops 
an algebraic theory that distinguishes between different NPI types and 
contexts. 



1.2. The Binding-Theoretic Approach of Progov21c 

In her dissertation 135l and subsequent work 136-381 P r o g o v ~  points out 
the following problem: 

(7) a .  Mary didn't remember anything. 
b. Mary forgot that anyone came yesterday. 
c.  *Mary forgot anything. 

The standard semantic account of NPIs can deal with (721) and (7b): In (a). 
the NPI is licensed by overt negation, and in (b), by the negation inherent in 
forget, which can be paraphrased as 'not know anymo're'. However, the 
ungrammaticality of (7c) then constitutes a problem, as one of its readings 
can be paraphrased by 'not know anymore' as well, cf. e.g. Mary forgot this 
poem. 

Progovac proposes that NPIs must be licensed either by negation or by an 
operator "Op" in the specifier position of the same clause. Thus, NPI 
licensing turns out to be subject to principle A of binding theory. the 
principle that governs, among other things, the distribution of reflexives (cf. 
Chomsky [31).The operator Op in turn is semantically restricted: I t  can occur 
only in clauses that are not upward-entailing. This proposal can be illustrated 
with the following examples: 

(8) a. Mary didn't renie~i~ber anything. 
b. Mary forgot l o p  that anyone came yesterday] 
c .  .li(OP) Mary forgot anything. 
d .  *Mary remembered l (0p)  that anyone came yesterday] 

In ( 8 2 )  the NP1 anyone is licensed by clausemate negation. In (b) i t  is 
licensed by an operator Op that can occur here.clue to the tact that the claustil 
argument of forget is not upward-entailing: If Mary forgot that a woman 
came yesterday, she might not have forgotten that a person came yesterday. 
(c) is out: There is no overt negation,and the operator Opcannot occur either, 
as root sentences are upward entailing. For example, if Mary forgot a poem 
by Goethe, then she forgot a poem, but not necessarily vice versa. Also. a 
case like (d) is out,as theclausal argument ofremember is upward-entailiq: 
If Mary reli1eliibers that ayoung womancame yesterday,she remembers that 
a woman came yesterday, but not necessarily vice versa. 
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The crucial piece of evidence for Progovac is the contrast between (8.a) 
and (c).  Pnigovac seems to make the prediction that NPIs can never be 
licensed in the noii-clausal argument position of  a lion-negated root clause. 
lowever. this is not the case, as the following examples show: 

(9) a.  John lacks any sense of humor. 
b. John came without any present. 

I think examples like (9.a,b) show that the binding-theoretic analysis of 
NPIs is on the wrong track. Within a semantic analysis the difference 
hetween verbs like forget and verbs like luck can be accounted for by 
assuming that forget (in the non-clausal version) has an object position of 
type e,  whereas lack and prepositions like without have objects of the 
quantifier type Ã § e , t  ,t> .' This is corroborated by the fact that the latter 
ones, but not the former, allow for non-specific readings of indefinite NPs: 

( 10) a .  John lacks a place to live. [some place or other] 
b. John came without a coat. [some coat or other) 
c .  John forgot a poem by Goethe [ a  specific poem].* 

Now assume that NPIs like ari~,f/ii~zg are of type Ã§e , t> , t> , jus  like other 
nonreferring NPs. Consequently, utlytliinf can stay in  situ as an object of 
lack or without, but must take scope over the predicate as an object offerget. 
The meanings of the predicates in question contain a negation; we may 
paraphrase luck as 'not have', andforvet as 'not know anymore'. Then we 
see immediately that ( I I ~ \ ~ / / I / / I ~  is licensed in ( 1  1 .a,b), but not in (c),as in this 
case (inythiq is outside of the scope o f  forget. 

( I 1 )  a. lack anything: ?i.x.lack(x,anytliing) 
b. come without anything: ?i.x.without(anything)(con~e)(~) 
c.  forget any thing: Ax .anything(/lx . f'orget(x ,y)) 

Another argument Progovac adduces for the binding theoretic account for 
NFIs is that there are langiiages which seem to have NPIs that can only occur 



in the immediate scope of a cl:~useii~~ite neg:ition. Progov:~~ cites Ht~glisli 
iintiI7 and negative terms in Serbo-Croatian: 

(12) a. John did not arrive until 7 o'clock. 
b. *I  do not claitn that John arrived until 7 o ' c l ~ c k .  
c .  "'It is not the case that John arrived until 7 o'clock. 

( 1  3) a. Milan ne voli nikoga 
Milan not loves no one 

b. *Ne tvrdim da Milan voli nikoga. 
not I-claim that Milan loves no one 

The situation of Serbo-Croatian is quite widespread: i t  obtains in :ill 

languages that exhibit negative concord (cf. Ladusaw 1271). I agree with 
Progovac that such exan~ples show that the expressions in question have 
local cooccurrence restrictions with a negative element. But I would like to 
reserve the term "Negative Polarity Item" l o r  expressions like t i i i ~ t l i i ~ ~ ~  
whose distributions are not directly dependent on the c~cciirretice of a 
dausen~ate negation. Negative concord can be described as a gr:~t~~i~~:~ticalizecl 
agreement, a distinct phenomenon. Note that phrases that show negative 
concord all contain a negative element, which is 11;- in Serbo-Croatian and 
other Slavic languages, whereas typical negative polarity items do not 
contain negation  element^.^ 

1.3. The Strengthening Approach of Kadmon and Landman 

Kadmon and Landman 1191 deal only with NPIs based on the determiner 
any. According to their theory, such NPIs are used to indicate a reduced 
tolerance to excep t ions ,~ ,  in other words,a widening of the extension o f w  
indefinite NP. This is taken to be a lexical property of rt~iy: I t  is said that uny 
is licensed only if the widening that i t  induces creates a stronger statement 

'To he sure, until has a non-NPl variant. as in .lo1111 \lt'pt ~~i i i i l f ive .  l311t the NPI \J:II-~:III~ is 
clearly distinct from that. Tlieorics that try to derive a sentence like ./olin dki~i ' t  {ivukr up I 
sleep} until five using IIOI~-NI'I m~i i l  do not predict that it is pyrt of ihe conventional 11ie:11iing 
of these sentences that John woke up or fell asleep at five. See Karttunen 1201 for this 
observation and Declerck 141 for discussion. 

Â¥ Of c(turse. i t  is well attested that regular NPIs 111:iy develop into highly ~:1111111:itic:1li/cd 
morphemes that : ~ c c o ~ n ~ x ~ n y  clansemate negation. This is Ii:~ppcning in 17rench with negation 
~Â¥1:1tter11 like iie.../;/i,\ > i ~ i . ~ , i 1 ~ ~ . . ~ i i ' i Â ¥ i 1 1 1 1 1 ~ c  >pi'i-,\/~i;in'. where the s c c o ~ ~ l  element clem Iy h:~s the 
flavo11r of a regular NP1 insofar it cic11otes small entities or 1111s11ccific 11roi1erlies. like a step or 
a person. 

(their principle C). They illustrate this with the following example; assume 
that speaker A asks speaker B (a cook for a group of 50 people): 

( 14) Speaker A:Will there be French fries tonight'? 
Speaker B: No, I don't have potatoes. 
Speaker A: Maybe you have just a couple of potatoes that I could fry 

in  my room? 
Speaker B: Sorry, I don't have ANY potatoes. 

According to Kaclmon and Landman's description, B had the impression that 
his first answer was misunderstood in a way that potatoes is interpreted as 
'enough potatoes for the whole group'. In his second answer, the use of ANY 
pot(itoe.s indicates that potatoes has to be understood in a widersense than before. 

Kadmon and Landman offer interesting and convincing solutions for a 
range of apparent counterexamples to Laclusaw's theory. For example, they 
point out that adversative predicates like besurpri.'n'dare indeeddownward- 
entailing once a certain perspective is fixed. They describe the occurrence 
of(iriy in  the protasis of conditionals as a widening of implicit restrictions. 
And they propose a theory of free-choice tiny as involving a marking of NPs 
in the restrictor of a generic statement. 

But there are also problems with their analysis. First, i t  seems that [Ã§z 
expresses widening only when it is stressed. Notice that B's first answer in 
( 14) could have been No, Idon't have any potatoes, where it is implausible 
that any widening is intended, and that B's second answer requires stress on 
ANY. Ki~lmon and Landman argue that i t  is not stress, but the presence ofcuiy 
that induces widening, but their reasons are not wholly convincing (cf. also 
Rohrbaugh 1391). 

A second problem is that NPIs based o n  (IHY can be used in contexts where 
the notion of reduced tolerance to exceptions is problematic. For example, 
we can say, referring to a particular sequence of numbers: This sequence 
c/o(~.si~'t contain u1iy /)ri111e numbers. I t  seems implausible that m y  prime 
~ ~ I I I I / I ~ ~ S  induces a widening of the precise concept 'prime number' here, or 
even a contextual widening from 'small prime number' to 'small or large 
prime number'. 

Third,a semantic rule like Kadmon and Landman's (C) is problematic for 
theoretical reasons as i t  refers in the semantic description of one expression 
to the larger context in which this expression is used, and hence is intrinsi- 
cally non-compositional. We may grant ( C )  the status of a descriptive 
generalization, hut the next question should be: At which level is (C) 
checked, and what is responsible for this checking'? 



I .4. The Algebraic Theory of Zwarts 

Zwarts 1481 takes serious an earlier observation by various authors (e.g.. 
Horn [ 171. Edmondson 161) that not all NPIs are equal. Zwarts identities 
three classes of NPIs which he calls "weak", "strong", and "superstro~lg". 
and gives an algebraic characterization of the contexts that can host these 
different types of NPIs. 

Weak NPIs, like need. care and pi-esumably unstressed ntfy and ever just 
require that the context in which they occur is monotone decreasing, or DE. 
Phrased in functional terms, a context f is monotone decreasim i f f  i t  holds 
that X c: Y entails f (Y)c  f(X). We find such NPIs, for example, in the scope 
of quantifiers like /or .stndents or fewer than three students. 

(15) a. Few students have ever gone to the library. 
b. Fewer than three students cared to hand in  a paper. 
c .  At most five students have gained any financial support 

Strong NPIs, like a n y  student at all ,  or lip a fitlger. 1x11 at1 eyelash etc. 
need a context that, in addition to being DE. has the property of being "anti- 
additive" . A context f is anti-additive ifff(X u Y) = f(X) n f (Y) .  where u 
and n are Boolean conjunction and disjunction. A quantifier like fewer tlum 
three students is not anti-additive, in contrast to a quantifier like no .~ti~(l(vrt: 

( 16) a. Fewer than three students smoked cigarettes or drank beer. # Fewer 
than three students smoked cigarettes and fewer than three students 
drank beer. 

b. No student smoked cigarettes or drank beer. = No student smoked 
cigarettes and no student drank beer. 

Consequently, we find contrasts like the following one: 

(17) a. *Fewer than three students {lifted a fingerlread any book at all} 
b. No student {lifted a finger / read any book at all } . 

The reported judgements follow Zwarts 1481. I have found that English 
speakers in general see a grammaticality difference between sentences like 
(17a) and (b),  but they are unlikely to judge sentences like (17a) as strictly 
ungrammatical. 

Superstrong NPIs, for which Zwarts gives the Dutch example mats 
( l i t .  'tender, soft') and the English example one hit5, can only occur in a 
context that is cIow11~:11-ci-e11t:1ilini;, anti-additive and satisfies the con- 
dition f(+) = -,f(X), where "-," expresses generalized negation or 
complementation; Zwarts calls these contexts "anti-morphic". A quan- 
tifier like tro ^ ~ u ~ / e n t  does not satisfv this condition, but sentential 
negation does: 

( I 8) a. No student wasn't happy.# It  is not [lie case that no student was happy. 
h. Jolm wasn't happy. = I t  is not the case that John was happy. 

Consequently, we find contrasts such as: 

( 19) a. John wasn't one hit happy about these facts. 
b. *No linguist was one bit happy about these facts. 

Although Zwarts' study is a very important contribution that adds 
considerable refinen1ent to our understancii~ig of NPIs, i t  has some empirical 
problems and leads to new theoretical challenges: 

First, the distinction between the three classes of polarity items is less 
clear than suggested by Zwarts. Various NPIs classified as weak by Zwarts, 
like hurt u fly, seem to be rather of the strong type. 

Second, there seems to be an interesting relation between NPI types and 
stress that Zwarts does not mention and that does not follow straightfbr- 
wardly from his analysis: As a general rule, weak NPIs are unstressed, 
whereas strong NPIs attract s t r e ~ s . ~ ~ T l ~ i s  can be seen in the contrast between 
weak and strong an\ (whatsoever)'. 

(20) a .  No child got {any presents /ANY presents (wliatsoEVer)}. 
b. Fewer than three cl1iIclren got {any presents /*ANY presents 

(whatsoEVer)}. 

Third, the conditions of' monotone decrease and anti-additivity are not 
sufficient for Zwarts' pt1-poses,as they would be satisfied by a function f that 
maps every set X to a specific element. Exan~ples are quantifiers like zero 

" J .  Hockscnia (pcrs. m.) also nicntioncd D11tcl1 voor l i e p ( ~ [ ~ , ~  ( l i t .  ' for  the cat')  i n  its 
idio111:1[ic ~-e:~cIing 'to he undcrestin~ated'. 

Ho\vcvcr, strong NPIs do not always carry the main stress of a sentence. I n  particular, 
contraslive stress ovcrrided stress on strong NPIs. as i n  JOHN clid11'1 If /  cifiirger ID help me. 
1101 MAKv. 



or more students or some arbitrary number o f s t i ~ d e t ~ t . ~ ,  which always yielcl 
a true sentence when combined with a VP. However, these qu:~~itit'iers do not 

license NPIs, neither strong ones nor weak ones. 
Another problem is that the class of s u p e r s t r o ~  NPIs doesn't seem to be 

definable in terms of  anti-morphicness, or in any algebraic terms Sor thai 
matter If i t  were. we should not find any contrast between the following 
examples, contrary to the facts: 

(21) a .  John wasn't one bit happy about these facts. 
b. *It is not the case that John was one bit 11appy about these facts. 

It seems that Zwarts' class of superstrong NPIs coincides with Progovac's 
class of NPIs that have to be licensed by a clause-mate negation (where 
negation need not be restricted to standard negation, but may include 
emphatic negation, such as German k ( ~ i t t ( ~ s w e ~  or Dutch (illeriitinst). 
Therefore I will disregard this class in the present article, for the same reason 
as I disregarded negative concord phenomena. 

A niore general point is: Why do different types of NPIs require different 
types of contexts? Why does the distribution of weak ;ind strong NPIs seem 
to depend on algebraic concepts like monotone decrease or anti-additivity'? 
In this paper I will address this very question: Why is it that certain types of  
polarity items only occur in certain contexts? I will propose that this is due 
t o  a peculiar interaction between the meaning of polarity items and the 
expressions in which they occur, and certain genes:~l pr:1gt11i1tic rules that 
come with the illocutionary force of the sentence. The theory of polarity 
items proposed here is an elaboration of ideas presented first in Krilka 
122,231. 

2. THE SEMANTICS AND PRAGMATICS 
OF WEAK NPIs 

In this section I will develop the theory 1 am going to 11ropose with a 
simple example: licensing of tile NPI (inythittg in  an assettion in the scope 
of negation. As indicated above, the explanation will have two parts, 
involving the semantics of polarity items and the pr:~gniatics ol'the sentences 
in which they occur. 

2.1.  The Seinantics of Weak NPIs 

The l):~sic assumptions concerni11g the sei~i:111tics of NPIs like (iny/lii/if 
;ire: ( a )  Nl'ls intro(.ii~ce alternatives: and (b) the alternatives inc1~1ce an 
orclcring rclatiot1 olsemantic specificity. where the NPI itselfdenotes a most 
specific element in  that order. 

Accorcling to ( a ) ,  NPIs resemble itenis in focus as viewed by focus 
theories such as Rc)otli 140-4 I I .  I will incorporate alter~i;~tives using struc- 
tiired 11ie~1nings \vhicI1 have been developed to capture the semantic impact 
of focus (cf. Jacobs [ 17. 18 I .  ~ ( 1 1 1  Stechow 1461). More specif'ic:llly, I will use 
tsiples (B ,F ,A)  ,where B: stands lorthe background,Ffor the foregro~111d (the 
polarity item or the itetli in focus), and A for the set ofalternatives to F. The 
set of alternatives A contains items ol'the same type of F. but not F itself. 
Typicallly. when B is applied to F, we will get a stancl:~rd meaning B(F). 

Semantic strength, rcnciered by "c:'', is clcl~i~~ecl for all types based on the 
truth-value type t as follows: 

(22) a.  I f a , B a r e o f t y p e t , t h e n a c : B i f f a + B .  
b. I l a ,  are of type <cT,T>, tlien a c iSfi'(>r all yof type 0: 00(7) d ( y ) .  

For ex;~tnpIe, i f  P, Q are  roperti ties (type <s.<e,t>>), then P c_ Q iff 
ViVxlP(i)(x) Ã‘ Q(i)(x)]. Thus, we have sparrow c bird, as the set of 
s ~ ~ a i ~ o w s  is a subset ol the set ol'birds in ; i l l  possible worlds i .  As usual, we 
will vvrite a c [j il'f a c: and -iB c: a. i1nc1 say that a is "stronger" than p. 

Let me introcli~ce an exaniple. The NPI a y t l ~ i n g  is analyzed as the 
following BFA-stmcture: 

(23) ( i ~ t l i i n g :  ( B ,  thing, {PI P cthing} ) 

Here. thing is the most general 11roperty (a notion that depends on the 
context and on selectional restrictions in  ways that are not accoutiteci for 
here). The precise nature of the b:1ckgro1111d B is ;i function of the syntactic 
position in \vtiicIi ( t ~ / h i n f  occ~~rs .e .g. ,as  oblect or subject. The altern:itives 
area  set of properties that are stronger than tlie most general property, thing. 
For simplicity ol'exposition I will assume that every 111-operty that is more 
spedfie than 'thing is an alternative. I n  any case, one i11111ortant requirement 
lor the set o l  :~Iterri~~tives is that i t  is cxI~:~i~stive in  the sense that all the 
alte1~11:1tives together make up the I'orcgro11110. 



(24) Exhaustivity requirement: u{PI P c t h i n g }  = th ing 

I will now derive the niec111i11g of two sentences in which ( I I I J - ~ I I ~ I I ~  occ11rs 
in object position. In order to do s o  we have to work with interpretation rules 
that can handle structured meanings. Assume that we already have rules that 
give ordinary, non-structured interpretations, then structured meanings can 
be integrated as follows: 

(25) a.  If a semantic rule calls for application of a to p, 
and (3 = (B,F,A), 
thena(B) = d B , F , A ) )  = (AXla(B(X))l.F.A), 
where X a variable of the type of F. 

b. If a semantic rule calls for application of a to p. 
and a = (B ,F,A), 
then a @ )  = (B,F,A)(B) = (AX[B(X)((3)1,F.A). 
where X is a variable of the type of F. 

These rules guarantee that information about the position where the 
foreground is interpreted and about the alternatives is projected from 
daughter nodes to mother nodes." 

Now let us derive the meaning of a sentence that will yield a bad assertion, 
Mary sow C I ; I J / / I ~ I ~ ~ .  I assume a semantic representation language with 
explicit reference to possible worlds; in general, if a is a constant of type 
(s,T) ,then $,short fora( i ) , i s  theextensionof aa twor ld  i .  1 will write R(x,y) 
for R(y)(x). The semantic combination rules are functional application, 
niodulo the provision for BFA structures: 

' Krifka (2?l defines a type system lor structured me:111i11p.s ami also gives rules tor wlial 
happens if hot11 K and fi are structured 111ea11i11p.s. ami how structures I I ~ C : I I I ~ I I ~  arc uscil hy 
focus-sensitive operators. 

( 26 )  (111yfAiq 

(xQAR?Jxx3ylQ,(y) A R,ix,y)l, thing,  {PI P cthing}),  
= (B .F,A) 

. S ( I I ~  

Mtiry 

A1'Ai 1 P ,(m) ] 
/ 
Mary .sÃ§ii anything 

( A Q & 3 y [ ~ , ( y )  A saw,(ni.y)l, th ing,  {PI P c th ing})  

We get a BFA-structure with a B component that, when applied to F,  will 
yield the proposition Ai3y[thing,(y) A saw,(m,y)] ,  i.e., the set of worlds i 
where Mary saw something. 

A sentence like Mary didn't see c111yf11it1~ can be analyzed, somewhat 
simplified for expository reasons, as involving a negation operator applied 
to [tie BFA-structure we arrived at above: 

When we iipply the 13 component to F, we get the proposition 
ki-'3ylthiiig,(y)~saw,(m,y)l,the set ofworlds i in which Mary saw nothing. 

I would like to point out an important fact that will be crucial for the 
Sollowing discussion. In both cases (26) and (27) we obtained a BFA 
structure that dclines a proposition, B(F), and a set of alternative proposi- 
tions, {pl3F'1F1 e A A p=B(F)I}. And as we have a certain logical relation- 
ship between the foreground F and its alternatives 1:' ( I 7  being weaker than 
any alternative I:'), we have a certain logical relationship between B(F) and 



its alternatives B(F1).  In the case of(26) B(F) is WF.AK~.R tlian alternative 

proposition B(F1): The set of worlds where Miiry saw something or other is 
;i 17roper superset of every set of worlds where Mary saw something that is 
described in more specific terms. In the case of (27) B(F)  is STRONUKR than 
any alternative proposition, as the set of worlds where Mary didn't see 
anything is a proper subset of the set of worlds where Mary didn't see 
something that is described in more specific terms. Hence we can say that the 
logical relationship between F and its alternatives is "preserved" in  the 
semanticco~iipositions that lead to (26), but i t  is "reversed" in the semantic 
composition with negation that leads to (27). I n  both cases we may say that 
the BFA structure is "projected". 

So much lor the semantic part of the story. The question now is, why is 
(26) bad, but (27) good? I propose that the reason for this is to be found in  
pragmatics, in particular, in the felicity conditions lor assertions. 

2.2. The Pragniatics of Standard Assertion 

Let us adopt the following. rather standard theory of assertions (cf. 
Stalnaker 1441): 

a) The participants of a conversation assume, for every stage of the 
conversation,a mutually known common ground c .  For our purposes we can 
represent common grounds as sets of possible worlds. 

b) If one participant asserts proposition p,  and the audience does n o t  
object, the current co111111on ground c is restricted to c n p .  We may assume 
certain felicity conditions. e.g., that co p ̂ c (that is. 17 expresses sometliii~. 
that is not already established), and that e n  p # (8 (that is. p doesn't express 
something that is taken to be impossible). I will say that p is "assertable" with 
respect to the common ground c in this case. 

We may stipulate an assertion operator Assert that. when applied to a 
proposition, takes an input common ground c to an output common ground 
c n p: 

For all F ' cA  such that m B ( F ' )  # cnB(F) :  
the speaker has reasons not to assert B(F'), 
that is, to propose cr^iB(Ft) as the new cotii11io11 grou11d. 
There are F'e A such that B(F') is assertable w .r.t. c .  and 
cnB(F') # cnB(F) .  

I f  ( a )  or (b)  are not met. the assertion is 1111defined. But in  general the 
conditions will trigger accommodation of the common ground. 

Condition (a )  states t1i;it the speaker has reasons for not asserting 
t111e1-11ative pro[)ositio~is W'). There are var io~~s  possible reasons - the 
speaker may know that B(F1) is false or lack sufficient eviclence for it. One 
typical case has been described as scalar implicature (cf. Gazcl;~t- [w. 
Levinson 129 I ) .  Example: 

2 9 )  Mary earns $2000. 
Implicature: Mary cloes~i't earn more than $2000 

This implicature arises in the followingwway. Let us assume that $2000 
it~trocl~~ces the set A ofa~l l  alternative ~111io1111ts of money, e.g., 

Then the assertion o f  (29) can be analyzed as follows, using the previ- 
ously defitie(I assertion operator; from here on I will generally suppress 
conilition (2X.b) for simplicity. 

( 3 0 )  Assert((AX {ilearn,(iii.X)} .$200O.A))(c) = cn{ilearnr(m,$2000)} 
i tf for all F'e A with cn{ilearn,(ni,Ft)} # cn{ilearn,(m,$2000)}: 
Speakel has reasons not to propose c n  [ilearnt(n~.Ft)} . 

In the current example the proposition asserted and the alternative 
propositions stand i n  a relation of semantic strength to each other: M(iry 
earns $2000 entiiils Mury earns $n. for 11<2000, d is entailed by Mary 
earns $111, for 2000<111. In such cases we can distinguish two types of 
reasons the speaker h;is not to assert B(F7') if he or she wants to be both 
truthful and inf'ormative: 

i )  If lcnB(F)l c 1cnB(F1)l. the reasotl is that lcnB(F')l  would be less 
infor11i;itive. 

i i )  l f IcnB(Ft) l  c lcnB(F)l ,  the reason is that the speaker lacks sufficient 
evicle11ce lor [troposing lcoB(F')l  as the new c01111110n grou11d. If the speaker 
does not indicate other\vise - e.g., by asserting Mars earns cu least $2000. 
or A40ry mrnx $200Otiiulperhaps more- the reason is more specifically that 
the speaker thinks that lcnB(F')l is false, and the Iiei~rer is entitled to draw 
this inference. 



Of course, ( i )  is (one part of) Grice's maxim of Quantity, and ( i i )  is Grice's 
maxim of Quality (cf. Grice 11 11). Notice that Quantity reasons are related to 
weaker propositions, whereas Quality reasons are related to stronger proposi- 
tions. 

The configuration we find with scalar implicatures is an important 
subcase of the general assertion rule. This warrants the introduction of a 
special operator.Scal.Assert. Its triggering condition is that the proposition 
actually asserted ami the alternative assertions are inSormationally onteied 
with respect to each other (3la) .  And its semantic impact is that all 
propositions that are semantically stronger than the proposition made are 
negated ( 3  1 b) . 

(3 1)  a. Assert((B ,F,A))(c) = Scal.Assert((B .F,A))(c). 
if for all F 'e  A: [cnB(F1)] c lcnB(F)l or [cnB(F)]  c lc B(F')l 

b. Scal.Assert((B .F,A))(c) = 
{iecl ie B(F) A 4 F ' e  AllcnB(F')] c [cnB(F)]  A ie B(Ft)l} 

In  a more refined semantic theory the second conju11ct in this set would 
have the status of a conversational implicature. 

Let us apply this view of assertion to our NPI examples. They clearly 
satisfy the condition for scalar iniplicatures. For the ungrammatical example 
(26) we get the following result: 

(32) Scal.Assert((LQki3yl(̂ (y) ~saw,( i i i .y ) ]  ,thing, {PI t'cthing}))(c) 
= {ie cl 3yltliing,(y) A saw,(m,y)l A 

1 3 P c  thing[{i cl3ylP,(y) ~saw,(nl ,y) l}  c {ie cl3 ylthing,(y) 
A s aw , (m,y ) l }~  3ylP,(y) A saw,(ni.y)l}Il} 

Notice that the first conjunct - that Mary saw a thing - and the second 
con.junct - that there is no P. P c th ing ,  such that Mary saw a P - contradict 
each other. Whenever Mary saw some x that is a thing, x will fall at least 
under some property P that is defined more narrowly. Technically. every 
input common gr(~u11d c will be reduced to the empty set. 

For the gratii~natical example (27) we get the following result: 

The first con.junct restricts the common grounci c to those worlds i for 
which Mary didn't see a thing. The second con.junct is trivially satisfied 
herc,:~s i t  holds for n o  P, Pcthing. that the proposition that Mary didn't see 
a P is stronger than the proposition that Mary didn't see a thing. The 
difference between our two examples is that in (26) the proposition B(F) is 
at least us weak as any alternative proposition,whereas in (27) B(F) is at least 
as strong as any alternative. 

It is important to understand the type of this explanation, as i t  can easily 
be misunderstood. A sentence like (26) is not simply bad because it would 
express ;I very general ~neaning .~  There are sentences that do that without 
being ungra~nmatical, namely tautologies like War i s  war. Rather, (26) is 
bad because i t  expresses a sentence in which what is said systematically 
contradicts what is implicated. The assertion made by (26) says that Mary 
saw something, but the implicatures deny that Mary saw anything in 
particular. 

The explanation why (26) is bad may become clearer when we contrast 
i t  with the following sentence, which is good although it  expresses the same 
proposition as (26): 

(34) Mary saw something. Ai3yl thing,(y) A saw(in,y)] 

In contrast t o  u~ryt l i in~ in (26), som(>/liiq in  (36) does not introduce any 
alternatives and hence does not induce any alternative-related implicatures. 
This seems at odds with a common analysis that says that ,so/~ietliini, . 

1 IS  a 
positive polatity item, and assumes that positive polarity items work like 
NPI's except th;it their scale is reversed. However 1 contend that NPs based 
o n  some are not polarity items at all. The observation about the scope 
differences in cases like Mc11.y clidn 'i .see ( I I IJOIH~ (-1 3) and Mary iiidn't see 
someone (3 1) that have been adduced for the PPI status of someone rather 
should be explained as a paradigmatic effect induced by Grice's principle of 
ambiguity avoidance: In case a speaker wants to express the 7 3 reading the 
imambig~lous form containing anyone is preferred. I t  might very well be that 
this paradigmatic effect is so stroiig that i t  is virtually grammaticalized. 

,a . I'llis is i n  response to ;I c r i t i c i sm  made i n  Kiidmoii and L a n d m a n  1191 



3. THE SEMANTICS AND PRAGMATICS 
OF STRONG NPIs 

3.1. The Semantics of Strong NPIs 

There is an important difference between the weak and the strong use of 
c~tzytl~ing: 

(35) Mary didn't get anything for her birthday. 

(36) Mary didn't get ANYthing (at ALL) for her birthday, 

Example (35) just says that Mary got nothing; (36) stresses the tact that 
Mary didn't even get some minor present for her birthday. This seems to be 
a fairly consistent property of stressed anything and other expressions based 
o n  Ã§tiy Kadmon and Landman 1 191, who generally investigte stressed (IIIY. 

give a wide variety of examples and argue that they involve widening of the 
extension of the noun meaning to include borderline cases. 

To capture cases like (36) we have to assume a slightly different 
interpretation ol'rtÃ§v//Ãˆ' that highliglits the special role of borderline cases. 
and a special type of assertion that carries the implicature expressed by the 
word even in the paraphrase. 1 propose the following BFA structure for the 
meaning of strong anything: 

(37) ANYt11i;zg: (B, thing, {PI Pcthing A -.min(P)}) 

Here, "niin" is a second-order predicate that identities properties that are 
applicable to "minor" entities of a certain dimension (which is left unex- 
pressed here). For example, in (36) the relevant dimension is the class of 
birthday presents; a Porsche would rank high in that dimension, whereas a 
piece of chewing gum would rank low and probably be considered minor. 
The use of a predicate "inin" is preliminary: I will give a more satisfying 
account in 5 (5.2). 

One important requirement for the BFA-structure in (37) is tliiit the 
alternatives are non-exhaustive in the following sense: 

Ti11 SEMAN I K'S A N D  PRAGMATICS OF POLARITY ITEMS 227 

( 3 8 )  Non-exhiiustivity requirement: u{PI Pcthing A -imin(P)} c thing 

l'liis is hcctii~se thing can be applied to minorob,jects to which none of the 
altcinative predicates Pcan he applied. I propose that non-exhaustivity is the 
clistinguisliing s e ~ ~ ~ i i ~ i t i c  property for strong NPIs. 

3.2. The Pnigtmatics of Emphtitic Assertion 

Let us come now to the type of assertion we found in  (36). I claim that it 
is the same type of  assertion that we find in examples like the following ones 
that exhibit emphatic focus: 

(39) a.  Mary knows every place on earth. She has (even) been to BORneo! 
b. Peopleexpected that John would win theelection,fol1owed by Bill, 

with Mary as a distant third. But then the election was won by 
MARY (of all persons)! 

c. John would distrust Albert SCHWElTzer! 

Example ( 3 9 ~ )  is an instance of what Fi111con11ier 171 has called 
"q~~antificational superlatives". Ass11111i11g that Albert Schweitzer is a par- 
ticultirly trustworthy person. (39c) expresses that John would distrust 
everyone. 

The function of emphatic focus is to indicate that the proposition that is 
;ictiiiilly :isscrte(l ispr i l~~~, j ' (ui(~: i  ptirticiilarly unlikely one with respect to the 
alternatives. Tliis meaning component can be made explicit with particles 
like even or idioillatic co11structions like of ullpersons. Let us assume that 
emphatic prosody i11cIict1tcs a particular type of assertiot~, emphatic asser- 
tion. I t  can be cli~iri~cterized to a cert:iin degree as follows, where p<q  
expresses that prosupposition is less likely than presupposition q,given the 
information in  the common ground c. 

(40) I<tiipl1.Assert((B,F,A))(c) = mB(F7). i f f  
;I) For all F:' e A: cnB(F)  < cnB(F')  
b) cnB(F) < n{cnB(F1)l  F' e A} 

Felicity condition (a) says that the assertion iict~tally made, cnB(F) ,  is 
less likely in  the C L I I T C I ~ ~  ~0111111011 gro1111d c than iiIly alternative assertion 
e n  B ( F ' ) .  I n  example (39c), i t  must be considered less likely that John would 
distrust Albert Schweitzer than that lie would distrust any other person. 
Condition (b) says that the assertion actually made is less likely in  c than the 



conjunction of all the alternative assertions. In example (39c), the common 
ground c must support the possibility that John would distrust all other 
persons but still does not distrust Albert Schweitzer. Only then the proposi- 
tion that John would distrust Albert Schweitzer is a truly exceptional and 
unlikely one. 

Note that the two conditions (43.a) and (b) are logically independent of 
each other. In particular, (a) does not entail (b), as the common ground c 
could contain the information that although Albert Schweitzer is the most 
trustworthy person, if someone distrusts every other person. then he distrusts 
Albert Schweitzer as well, and hence the left-hand side and the right-hand 
side of (b) would be equally likely. And (b) does not entail (a), as i t  might 
be that it is less probable that John distrusts Albert Schweitzer than that John 
distrusts all other persons together, but still there is one person (say. Mother 
Teresa) such that the propositions that John distrusts Albert Schweitzer and 
the proposition that John distrusts Mother Teresa are equally unlikely. 

Now, a probability relation like < is related to semantic strength n in the 
following way: H p  and q are comparable in their semantic strength (i.e., we 
have either p ~ q  or q c p ) ,  and furthermore p <. q ,  then also p c q .  That is, i f  
p is less likely than q in c ,  then c allows for q-worlds that are not p-worlds, 
but not vice versa. Hence (40) amounts to the following condition for BFA- 
structures where the proposition expressed and its alternatives are related by 
semantic strength: 

(41) If for all F'e A: ccB(F ' )  c n B ( F )  or  c n B ( F )  c cnB(F ' ) .  then: 

Eniph.Assert((B,F,A))(c) = cnB(F) ,  provided that: 
a)  for all F 'e  A: cnB(F)  c cnB(17') 
b) cnB(F)  c {cnB(F')I F 'e  A} 

The felicity condition (a) says that the proposition actually asserted, 
cnB(F) ,  must be stronger than every alternative 151-o1:)osition cnB(1:'). And 
condition (b) says that that proposition must be stronger than the conjunction 
of all the alternative propositions. 

If the alternatives are generated by a NP1 the proposition expressed and 
its alternatives are indeed related by semantic strength. and hence emphatic 
assertion amounts to (41). It turns out that a sentence like (42a) is indeed a 
good emphatic assertion, whereas a sentence like (42b) is a bad emphatic 
assertion. 

(42) a .  Mary didn't get ANYtliing 
b. *Mary got ANYthing. 

Sentence (45.a) will yield the following BFA-structure: 

(43) a.  (LQi-' y l 0 ( y )  A get,(m,y)l, thing,  {PI P c t h i n g  A -'niin(P)}) 

Applying Emph.Assert will give us a good result for conin1on grounds 
c if the following conditions are satisfied: 

(a)  For all P l thing, -iinin(P): {i e cl -i3y[thingI(y) A get,(in,y)]} c 
{ie  c l - 4 ~ 1  P(y)  A get,(m,y)]}, that is, the proposition that Mary didn't 
get a thing is not only as strong as, but stronger than any proposition 
that Mary didn't get some non-minor P, P c t h i n g .  

(b) {i cl dy[ t l i ing , (y )  A get,(m,y)]} c u {{i c cl -.3y[P,(y) A 

get,(tn.y)I}l P c t h i n g  A -imin(P)}, that is, the proposition that Mary 
didn't get a thing is stronger than the conjunction of the propositions 
that Mary didn't get some non-minor P, Pc t l i ing .  This is because the 
proposition that Mary didn't get a thing excludes that Mary even got 
I minor thing, whereas the conjunction of the alternative propositions 
does not exclude that. 

Conditions (a) and (b)  are satisfied forconi~iion grounds c that c111itai11 the 
information that it is/1~;111(i,fbcie less likely that Mary didn't get something 
including minor things than that Mary didn't get something excluding minor 
things. In otlier words, c must support the expectation that Mary got at least 
something minor  i f  not more. This is indeed the case for all common 
p o u n d s  in which a sentence like (45a) is felicitous. 

Sentence (45b). o n  the other hand. will obviously lead to conditions that 
cannot be satisfied when emphatically asserted. In particular.condition (a)  
would a111ount to the require111ent that for ail P c t h i n g ,  -imin(P): { i  e cl 
3yItl i ing(y) A @,(~n.y) l}  c {i e cl 3y lP(y)  A get,(m.y)]}. that is, the 
proposition that Mary got a thing is stronger than the proposition that Mary 
got a P. where F' c t l i i t ~ g .  This is a clear contr~~clictio~i. 

4. THE ItISTRII3UTION OF WEAK AND STRONG NPIS 

One inip(1rt:11it question at this point is wl~e t l~e r  the ser11~111tics and 
pragmatics of  assertions with weak and strong NPIs developed above 
captures the facts about their respective distribution. In particular, i t  should 
follow from the theory as developed so far that weak N H s  do not occi~r  in 



emphatic assertions, and that strong NPIs do not occur in regular (scalar) 
assertions. 

The first is a consequence of two facts: On the one hand. weak NPIs are 
exhaustive (cf.24),that is,the union oftheir alternatives isequivalent to their 
meaning. On tlie other hand. emphatic assertions must be based on a 
meaning that is not only stronger than any alternative in particular. but also 
stronger than all the alternatives together (cf. 41 b). Hence weak NPIs are 
ruled out for emphatic assertions; in a sense, the meaning of a weak NP1 is 
not "extreme" enoi~gli for a felicitous emphatic assertion. As strong N PIS are 
non-exhaustive (cf. 38),  they are fine with emphatic NPIs. 

The second consequence. that strong NPIs do not occur in regular 
assertions. can be motivated by assuming that the additional semantic 
condition for strong NPIs. namely, that their meaniw is truly stronger than 
the union of  their alternatives, is not exploited by regular assertions. and 
hence it is unmotivated to bring tins condition into play i n  the first place. But 
it is unclear how to enforce this condition for non-exhaustive NPls short of 
stipulating a general requirement for semantic compositions that they 
preserve the unique role of the foreground. The ultimate motivation may be 
Grice's maxim of relevance: If a speaker introduces NPIs with an "extreme" 
meaning, then the speaker should make appropriate use ol this feature. 

How does the present characterization of weak and strong NPIs and 
regular and emphatic assertion fit to Zwarts' observation, that strong NPIs 
are restricted to anti-additive contexts such ;is uo girl, whereas weak NF'Is 
can also occur in decreasing contexts such asfewer than three  girl.^â€ I n  a 
previous attempt (Krifka [ 2 5 ] )  I tried to argue that Zwarts' notion of anti- 
additivity should be replaced by the notion of strict decrease, where a 
function f is strictly decreasing iff i t  holds that whenever X c Y ,  then 
f(Y)cf(X). However, I no longer think that Zwarts' observation can he 
derived in this way. 

I suspect that (lie following is behind Zwarts' observation: Emphatic 
assertions tend to be emphatic "across the board". That is, whenever there 
are expressions that are related to alternatives in an emphatic assertion. the 
meaning ofthe expressions has to be extreme with respect to the alternatives. 
An example of a good "across the board" emphatic assertion is the follow- 
ing: 

(44) Bill is such a shrewd salesman; he would sell REFRIGERATORS to 
ESKIMOS. 

Here. rt:frivordlors introduces alternative sale items, and Eskimos intro- 
cluces alternative customers: (46) is a good emphatic assertion because in 
(stereo-)typical contexts. to be able to sell refrigerators to Eskimos is 
considered to be less likely than. for example, to be able to sell walkmans to 
teenagers. 

Now, it is plausible to assume that downward-entailing quantifiers come 
with alternatives. just like number words or upward-entailing quantifiers. 
For example, the alternatives to the meaning of fewer than three are the 
meanings of fewer than , f i ~ r . , f i v e  etc. and fe\t,er than two and no. The 
alternatives to the meaning of no are the meaning offewer /him m , o f  fewer 
~IKII I  three, etc. Clearly, no  is the extreme value with respect to this set of 
alternatives;fewer tIi(111 three is just an intermediary value. Hence we should 
assume that no  can occur easily in emphatic assertions with another strong 
NPI, whereas fewer than three should be resistant. 

There is some evidence for this explanation of Zwarts' observation. For 
example, in cases like the following, the w)-phrase is preferably read with 
strong, emphatic stress,just as the NPI itself: 

(45) NO friend of mine lifted a FINGER 1 did ANYthing at ALL. 

Furthermore. there are certain quantifiers that, while technically not anti- 
additive, seem to allow for strong NPIs. Examples are hardly anyone or 
pi-tictiui!l\ I K X I I I ~ ,  which have a meaning very similar to few, but seem to 
allow for strong NPIs: 

(46) a.  Hardly ANYONE lifted a FINGER to help me. 
b. Practica~lly NOONE lifted a FINGER to help me. 

The reason why such examples are good may be that anyone and no0110 
are extre~iie with respect to their alternatives, even though their extremity is 
soniewhat toned down by the modifiers Iicircll~ or practically. 

Furthermore, given that Zwarts' observations seem to be tendencies 
ratlier than strictly grmiiiia~tical facts, we perliaps even do not want to rule 
out combinations I i k e f G r  that three girls didu~~,ytllinv, at all  by fi11ic1~1rnet1- 
tal principles. 



5 .  TYPES OF POLARITY ITEMS 

In the previous sections we liave discussed (lie general outline o f  the 
proposed theory with one particular example, cinytl~it~g. In this section I am 
going to discuss various types of polarity items: expressions of a gener:ll 
nature, operators that widen the applicability of a predicate. refere~itially 
non-specific expressions, and expressions that denote particularly small or 
large entities. 

5.1. Expressions of General Nature 

The NPI (~ t ;y / / ; / t~g  is an example of a NPI whose clenotation, the 1)ropcrty 
thing, is more general than any one of its alternatives. Other examples are 
noun phrases formed with the prefix or determiner any, such as cli1j~/1o(/j, or 
any girl: 

(47) a. mybody (B,  person. {PI P cperson}) 
b. any gii-1: ( B ,  girl, {PI P cgirl}) 

For example, ( I I ~  girl denotes the property girl. and has as alternatives a 
set of properties that are semantically stronger than girl. As with ( in~ th ing ,  
I assume exhaustivity, that is. u{PI P cgirl} = girl. There are also n o n -  
exhaustive variants, like ANY/~ody((itAl.L) and ANYgirl ( ( i t  ALL) for which 
the alternative properties P are restricted to non-minor ones. 

In addition to NPs based on c i y ,  we find a few idiomatic NPIs that also 
express concepts of a general nature, like sound or t / ~ i t ~ g :  

(48) a .  John cliclti't Iie:ir:~ SOUND. (Alternatives: {PI Pcsoiind ~-iniiil(l')}) 
b. John didn't eat a THING. (Alternatives: {PI P cedible.thing A 

nnin(P)}) 

The meaning of sound includes any acoustical event, and the 1iie;11iit1g of 
thing includes every context-relevant object,more narrowly specified by the 
sortal restrictions imposed by the verbal predicate. This general tiie:~~ii~ig is 
the source for their idioniatization as NPIs, which essentially consisted in 
their getting conventionally associated with alternatives. It seems that these 
NPIs are obligatorily focussed, that is, in emphatic assertions, and hence are 
strong, or non-exhaustive. NPIs. The expressions (1 .w;d and ( I  tlzinf in their 
idiomatic uses have the same meaning as any soinui at (111 and (it~yihiug (it dill. 

5.2. Expressions that Relax Criteria of' Applicability 

Another type ofNtlls are expressions like much ofa,citcill or in the least 
in exiiniples like the following: 

(49) a.  Mary isn't much of'a clarinetist. 
b. %ry is much of a clarinetist. 

(50) a. John isn't tired at all. 
I?. 'I'J01111 is tired at t i l l .  

These expressions induce a most liberal interpretation of the expressions 
in  its scope. This may be with respect to how strict vague predicates are 
interpreted, as in (50). o r  with respect to the reasons or evidence for the 
application of a predicate, as in the following example: 

( 5  I )  a .  Mary isn't pregnant at all 
b. '"'Mary is pregnant at all. 

I would like to propose that a phrase like tired nt nil has the structure of 
a NPI, with the meaning of tiwcl interpreted in tlie most liberal way or 
requiring the least evidence, and a set of alternatives that consists of the 
meaning of tired interpreted in stricter ways or requiring greater evidence, 

One way of'implementing this idea is to interpret constants with respect 
to cliffercnt "precision standards", something that lias been proposed (or 
degree ;icijectives by Lewis 130J. or "sta~idiirds of evidence'". I n  particuliir, 
we may assume that indices contain a component that specifies more or less 
strict ways of interpreting a predicate or more or less strict standards of 
evidence l'orapplyiny ;I predicate to a particular individual,and that indices 
are ordered according to the strictness of interl~retation and the evidential 
S L I I I I J O ~ ~  they require (cf. I~ t~di i i i in  l28j). Let < such tin order, where i < j  
meatis that stanclad i is :it least :is strict :is standard J. The relatioil 5, is 
defineil as f'ollows: 

(52) i<j iff 
a) i and j differ at most in their precisionlevidence standard, 
b) for all consttints a ,  w, 

Chiuse (13) allows for the extension of constants to increiise with decre:is- 
ing precision/evidence staiiclards. Fur extiiiiplq if Joliii is noi  tired ai i ,  lie 
may count as tired at the less strict standard j. The expression at all as a 
property modifier then lias the following meaning: 



(53) at.all (as a predicate modifier): 
kP.(kQ.Q, kiLGj[i<j A P,(x)]. {ki?ixli=J A Pl(x)1l3k1j<,k A P I c  PJ}) 
abbreviated: XP.(kQ.Q. at.all, at.all') 

We get the meaning oftiredat (111 by applying (53) to the piopeity tired: 

(54) (XQ.Q, at.all(tired). {X(tired)l X e at.alIt}) 
= (kQ.Q, ?Jkx3JIi<j A t ired(x)I,  

{kikx[i=j A tired,(x)ll 3k[j<,k A t i redct i redJ}) ,  
abbreviated: (kQ.0,  tired.at.all, tired.at.allA) 

The foreground of tired at all is the property that holds of all the 
individuals that are tired under some (possibly weaker) precision standard 
J .  The alternatives are the lnec111i11gs of ti/-()(! 111ider some precision standard 
that is not the minimal one for tired. Under this construction. the foreground 
is weakerthanevery alternative. In  otherwords,forevery P .Pe  tired.at.all', 
it holds that P ctired.at.al1. Our two examples (50.a.b) then are iiiter1Â¥1rete(. 
in the following way: 

Phrases modified by at a i i l  clearly are strong NPls. as they require 
emphatic stress. This is captured in our reconstruction by the f'iict that they 
arc non-exhaustive. For example, the foreground of tired at (.ill is the 
property of being tired to some. including a minimal, degree. whereas the 
alternatives are properties of being tired to some non-minimal degree. 
Clearly, there are entities that are tired to a minimal degree but not tired to 
a non-minimal degree, and hence we have utired.at.alIt' ctired.at.all."' 

I t  is obvious from several examples that we have discussed so far that ci11y 
and a t  a111 can be combined, as in Mary didn 't ,qet any present at all. yielding 
a strong NPI. I t  is possible to analyze expressions like any present at all 
compositional\y (any present is represented by {B ,  present, {PI P cpresent  }) 
,and at all induces a widening of the precision standard tor present. Hence 
we get the following representation. which also illustrates the interpretation 
of a t  all when it  is applied to a BFA structure: 

' I t  is important to notice that not every expression denoting ;I decreased standard of 
precision will create NPls; tor example, kin11 (if and s o n  ( ~ f  do not. The reason is tliat these 
expressions do not induce alternatives, h u t  simply indicate a more liberal way of applying 
predicates. 

(55) ( I I ~  pn'\cnt. (B. present, { PI P cpresent])  
Ã§ (111- ?i(B,fT.A)lkQ B(Q), at.all(F), {X(Y)I Xe at.aI1' A Y e A}) 
(in\ pi c\cnl (it (ill: (B. ?iikx3[[i$:,j A present(x)] . 

{kAx[~= l  A P,(x)11 3k.PIP c th ing  A ~ < , k  A P,cPkl}) 

The Soregroilnil part is the properly o l  being a present at some weaker 
precision standard;. The alterii;itivcs tire properties P' that are subproperties 
o l  tiling and that are interpreted at some lion-minimal precision standard. 
Thisshould substitute thepreliminaryrepresentation that was usingaspecial 
prediciite "win". 

5.3 .  Referentially Nori-Specific Expressions 

1,et us turn to another type of NPls. which can be illustrated by ever: 

(56)  a .  I t  is not the case that Mary lias ever been to China. 
b. ^Mary lias ever been t o  China. 

I Ieim I 131 has analyzed ever as meaning 'at least once'. and as introduc- 
inyalternalives like 'at least n linics'. l.orn>l . But what seems t o  be relevant 
for tin cxainiile like (56) is not the number olevents (which wonld be focused 
o n  by stressed a .sindc iiiiu'). but that the speaker does n o t  refer to any 
specific time o r  event. Hence I assume that the meaning ofcrc~~~suppresses 
icl'ei-ence lo specific times. 

Supportinpviclence I'or this ass~~tnption comes from data like the 
f'ollowing. in which ii temporal adverbial specifies a reference time. 

(57) When I left home yesterd:iy, I didn't (*ever) close the windows 

It the Innctio11 o f ~ i  specific \ ~ ~ / ~ ( w - c l a ~ ~ s e  is to introduce a refere1ice time 
t l i ~ i t  is to he taken LIP by the main clause, then (57) is bad because c\'i't- 

prevents the niiiin clause l'rom doing its expected job. 
A full reconstruction of  the semantics oI'(~i~crrcqiiircs a framework which 

incorpoiiites t~iiantil'ictition over events and reference times. such as Partee 
3 4 .  Here 1 just want to illustrate the ~~ri~iciptil  ingredients with the means 
tit hiind. reference to indices. which may include times as one component. 
The analysis then can he recast in  one's favorite framework oiqiiantification 
over events or situations. 

Assume that sentences have t\ relirencc tiine parameter t that normally is 
fixed either hy te~npo~-til t1i1verhiiils or hy :11ii11Â¥1hori rclkretice to so111e salient 



reference time. Assume that this reference time p:~raillcter is part ofthe index 
i which is conceived of as a pair of a world and a time interval (w,t). The 
relation AT should hold between a tune interv:~l. a prol~osition. and an index 
such that AT(tl.p,i) is true i f f  t' is the time of a n  event that satisfies the 
proposition p at  i.  For example,at(tl,  1.left.liome.yesterday. (w.t)) holds ill' 
t' is an interval of me leaving home yesterday, interpreted with respect to the 
world w and the time t. Then the 11~/~e1~-c1:1use in (57) can be represented as 
in (58), and the whole sentence (57) as in (59): 

Example (59) is a proposition that maps (w.t) to truth if it is not the case 
that I closed the window at t', the time at which I left home in w at the day 
preceding t. Now, the function of ever is to existentially bind the time 
parameter. The alternatives of a sentence containing ever are propositions 
for which the time parameter is set to some value or other. Ifence we have 
the following interpretation, where ever is treated as a proposition modifier 
for simplicity. 

According to this representation the bad version o f (57)  is out because the 
adverbial clause fails to specify a time for the main clause.That is, when the 
foreground of (60) is applied to the proposition expressed by I ( / / r / / ~ ' t  clone 
the window, we get a proposition k(w,t)3t'l-'I.close.window((w,t'))l whose 
relevant temporal parameter t' caniiot be fixed by operdtors like the adver- i bial clause in (57). 

Let us see what our seniar~tic and pr;~gniatic rules tell us about sentences 
involving ever .  Our two examples in (56) get the following repiesentation: 

(6  1 ) a .  ( X o [ O ( X i [ ~ M a r y  .go.to.China(i))) I ,  
Xp^w,t)3t'lpÃ‡w,t'))l {^<w.t)[p((w,tt))Il t' T}) 

b. (XO[O(XiIMary .go.to.Cliina(i)])l, 
4>X(w .t)3t1\p((w ,tl))l, { W w  ,t)lp((w ,tl))ll t' T)) 

In ( A  I a),theasserted proposition,X(w.t)-'Elt'[Mary.go.to.China((w,t1))), 
is ;it least as strong as any alternative assertion X(w,t)[-iMary.go.to.China 
((w.t'))l. tor every t' e T .  Informally. the assertion that Mary didn't got to 
China at some time or  other implies that Mary didn't go to China at some 
speciSic time t'. This is the c d i g u i ' t i w  for good assertions. In (61 b), the 
assertetl proposition is at least as weak as any alternative assertions, which 
explains why it is bad. 

NPIs based on refere~itially non-specific expressions are exhaustive 
under the natumi assumption that the set of alternative reference times T 
contains all the times the existential quantifier in the foreground can range 
over. We then have {(w,t)l 3t'1p((w,t1))]} = u {{(w,t) I lp((w,t'))l}l t' T}. 
Hence such NPIs are predicted to be weak. which is indeed the case. 

5.4. Expressions that Refer to Minimal or Maximal Entities 

Another type of NPIs are predicates that refer to very small entities of a 
certain sort. 

(62) ;I. John didn't d r i n k  a drop (of :11coI1t)l) for two days. 
b. Mary didn't utter {a word 1 a syllable}. 
c .  John doesn't have a red cent. 

Take u drop as an example. In its NPI use i t  apppl3lies to niii1in1:1l liquid 
quantities". and its altet-native 1~recIic:ites apply to bigger liquid quantities. 
We can make this more precise as follows. Assun~e  that c expresses the 
proper part relation; x c y  says that x is a proper part of y at index i. 

(63)  a ( /ro/):  ( Q . Q .  d r o p ,  dropA).  where 
d r o p  = &.{XI l iquid(x)  A - '3y[yc,xl}, and 
d r o p '  is a set that satisfies the following requiret~~ents:  
a )  ViVxlIiquid,(x) Ã‘ 3PlP  e d r o p ^ A  Pi(x))l  
b) ViVPVxlPe  d r o p A  A P,(x) Ã‘ l iquid(x)]  
c )  ViVPVP'l P drop"  A P' d rop"  A P#P' + -i3x[P,(x) A P1,(x)l 1 



In prose ,drop is a property that refers to ;ill minimal quantities ofliquicl. 
that is, to all quantities of liquid x that do not contain proper parts. The set 
of alternatives. drop1', is such that (a)  for each index i ,  if x is a i1u:intity of 
liquid, then there is some property P that applies to x ,  (b)  lor each index i and 
property P ,  P applies only to quantities of liquid, and (c)  the properties 1' arc 
dis.joint. Conditions (a)-(c)  are necessary conditions that may be l'urther 
refined, for example by requiring that each alternative property applies to 
quantities of liquid of a certain size. I am aware that conditions (a )  to ( c )  do 
not define a unique d r o p A ,  but I will not be more specific here ;is any set of 

properties that satisfies them will do for our purposes. 
Other NPIs ofthis type can be analyzed in a similar fashion. For example. 

( 1  word or an iotn denotes minimal utterances, a red cei11 denotes minimal 
amounts of money. I fmf infor  denotes minimal amounts of labor, and hut 
un eye applies to the weakest reactions to threatening events. It is obvious 
that these expressions have to be understood in their non-literal meaning: 
They are idiomatic expressions thi~t  denote minimal elements of ccrt:lin 
ontological sorts. 

Now,observe that NPIs like ( 1  drop and their ilk are not directly based o n  
inforniativity under the reconstruction given above. However. they lead to 
alternative assertions based on inS1)r111:1tivity under a certain plausible 
assumption (cf. also Fa~lconnier 191). It is perhaps best to discuss this using 
an example: 

(64) a.  ^Mary drank a drop. 
(LQ{iIEIy lQ,(y) A drank(n~,y) l} .  d r o p ,  drop')  

b.  Mary didn't drink a drop. 
(LQ{il-i3ylQ,(y) A drank(n1.y ) I } .  d rop .  drop")  

We  want to derive that (643) is had as an assertion, where~is (6417) is good. 
We  can do s o  under the plausible assumption that if someone drinks 
something, he drinks every part o f  it. Let us call this principle, in general, 
"iiivolvement of parts": 

A corollary to (65) is: If someone drinks some qiiantity of liquid, he also 
drinks minimal quantities, as every quantity of liquid will contain minimal 
quantities. 

A second principle is that the predicate d r o p  applies to liquid quantities 
of an icleali~ed small size. We can capture this by requir ingol  natural 
common grounds c that the proposition that someone drank just a minimal 
quantity o f  liquid should always he less probable than that he or  she drank 
ii more substantial quantity of liquid. Let us call this the "principle of 
extremity": 

(67) For all natural common grounds c and all x,  y: 
{il drink,(x,y) A drop, (y)  -+ -lEIz[yc,z A drink(x,z)l} <' 
{il d r ink (x ,y )  A drop, (y)  Ã‘ 37[yc ,z  A drink(x,z)l} 

Let uscome back toexamples (64.a.b) in the light of these principles. First 
note that the NPIs in question are all strong: they bear heavy stress and can 
easily be combined with even. Hence we should assume emph t' a ic assertion. 
In (64.ii). the proposition asserted with respect to the input common ground 
c ,  { i ~ c l 3 y l d r o p , ( y )  A drank,(m,y)l}.  is at most as strong as any alternative 
assertion {iecl3yIPl(y) A drank,(in.y)l},  PE dropJ', according to involve- 
inent of parts (65),  and in fact weaker if c is a natural common ground 
iiccording to extremity (67).  This directly contradicts condition (41 .a) for 
emphatic assertions. 111 (66.b). the proposition asserted with respect to c ,  
{iecl  -iElyldrop,(y) A d rank( in ,y ) ]} ,  is truly stronger than any alternative 
assertion { i~ cl-i3yl P,(y) A drank,(ni ,y)l}.  k drop"  for every natural 
common ground c due to extremity, which abides by condition (41a). 

The principle of extremity has tin interesting consequence. Without this 
principle i t  should be possible lo use a sentence like Melt-js drank ci drop  to 
express that Mary drank only a minimal amount. This may even be possible 
in ironic or hyperbolic uses. The principle of extremity, however, excludes 
that. as it would hold in the output common ground that the probability that 
Mary just drank a drop is 1 .  whereas the probability that Mary drank more 
than a drop is 0. 

Other NPIs of  this type, like lip a f i q e r  or  a red cent. can be explained 
in ;i similar way. hterestitigly, there are a few NPIs that are based on 
predicates that denote ' large" entities: 

(68) a .  Wild horses co111d1i't drag me in there. 
I?. We will not know the truth {in weeks 1 in a million years}. 

" With in a lattice-theoretic setting, we could even identify such amounts as anti-atoms ( x  
is an  a~iti-:itoiii i l l  llicre is no  y. y$T.llie top cleincnt, such th;it x c y ) .  



The basic reasoning is quite similar to the former case. For example. in 
weeks and in a million years refers to a time that is maximally distant in the 
~ I I ~ L I I - e  with respect to a given context. We assume a general inertia rule that. 
if a person knows something at a time t .  then he knows it at any time t '  later 
than t.Then theclaim that wedon't know i t  at a time that ismaximally distant 
in the future is stronger than the claim that we don't know i t  at some ot11er 
time. In addition, theextremity principle says in the case at hand that i t  is less 
likely that we will know the truth only at the most distant future time. than 
that we know the truth already at some earlier time. This is the setting that 
results in good emphatic assertions. 

I t  should be immediately obvious that NPIs based 011 small or large 
entities are not exhaustive. Take the case u drol); i f  drop applies just to 
minimal liquid quantities and all the alternatives in b dropA apply to bigger 
liquid quantities, then we have not only drop # u dropA, hut even drop n 
u dropA = 0. And when we take larger expressions that contain a drop. like 
drink a drop, then we find, due to involvement of parts and extremity. that 
for every natural context c, Lie cLx3yldrop, A drinki(x ,y) 1 c u {Lie ckxjy 
[P, A drinki(x,y)]l Pe dropA}, as those worlds in which someone just drank 
a drop are considered most unlikely. 

It should be noted that all the polarity items discussed in this section also 
have a literal meaning in which they do not act as a polarity item. A sentence 
like He drank (or did not drink) a drop ofalcohol could mean: He drank (or: 
did not drink) a t/iuintity of alcohol fdl~llinf; in (1 .'i~liericiil nuifi (one 
dictionary's definition of drop). The polarity use can be seen as a case of 
grammatization, the semantic change from a rather specific meaning to a 
much wider meaning that is related to semantic sorts. 

5.5. Positive Polarity Items 

The theory developed above can be applied to positive polarity items 
(PPIs), as in the following case: 

(69) a. John has TONS of money. 
b. *John doesn't have tons of money. 

[o.k. as a denial of (a) or with contrastive focus on tons} 

The expression to/~,fi of forms PPIs. For example, to11,fi ofmoney applies to 
maximal a111ou1its of money, i.e.an1ountsof money that areliiglierthan some 
very high threshold value, and its alternatives are properties that apply to 

smaller amounts otmoney.  We can assume involvement of parts: I f  John 
owns x, John also owns the parts of x. Furthermore, we can assume 
extremity: Forevery natural context c it hokis: that someone has less than 
I maximal amount of money is more likely than that someone has a 
maximal amount of money. Then the proposition that John owns a 
maximal amount of money is stronger than any proposition that John 
owns some other amount. According to the by now familiar scheme, this 
makes (6%) a good assertion. On the other hand, the proposition that 
J o h n  doesn't own a maximal amount of money is weaker than the 
proposition that John doesn't own some other amount, and hence (69b) 
is a bad assertion. 

There are also nail-idiomatic PPIs. Let us discuss the PPI rather,orpretty, 
as a predicate modifier: 

(70) a .  John is ratherlpretty tired. 
b. "'John isn't ratherlpretty tired. 

Kdtlu~r in  this use" can be seen as the counterpart of the NPI a t  (111. as 
i t  introduces alternatives that are interpreted more liberally. But contrary 
to a t  (111, which may quantify over degrees of evidence, rather seems to 
cl~lantif'y only over interpretation standards for vague predicates (cf. 
" l ' ~ ~ t ~ t / ; o ~ . p r ( ~ f i ~ ~ ( ~ ~ ~ t ) .  I propose the following meaning and alternatives for 
rather tired: 

The meaning of rather tired is the meaning of tired, at some given 
precision standard that comes with the index i, and the alternatives are 
interpretations oftired at weaker precision standards. Given this analysis, 
we can derive the distribution of rather tired in the usual way. In particular 
wealw:iys liaverather.tired c: F', for all F',F1 E rathcr.tiredA. We also have 
rathcr.tircd = urather.tirecT. which means that rather firedis exhaustive. 
and hence a weak PPI. 

The reader might wonder why I do not include a treatment of NPs like 
something that often are considered positive polarity items. As 1 explained 
with example (34) above. I think that soniethiizg is not a polarity item and 
does not introduce any alternatives. 

'There is, ol'course, iinotlicr use where r a l ~ i i ~ t .  expresses preferences, as in /would rather 
,yo Inline. 



5.6. Presuppositional Polarity Items 

As a last class of polarity itenis let me mention those that introduce the 
required logical conditions through a special presupposition. Take. lor 
example, the PPI already. For simplicity, let us concentrate on the temporal, 
non-focussing use illustrated in the following example: 

(72) a.  Mary is already here. 
b.  *Mary isn't already here. 

The adverb (~lready expresses that the sentence in its scope is true at the 
time t of its index,and introduces alternative times t' later than t such that the 
sentence is true at t ' .  For example. (72.a) asserts the proposition (i) in contrast 
to the alternatives (ii), where t<t' means that t' is later than t. Furtliern~ore, 
already comes with the presupposition (iii) that the sentence changes its 
truth value from false to true and stays true within the contextually relevant 
time.I4 

(73) a .  (i) X(w $).Mary .is.here((w ,t)) 
(ii) {X (w ,t) [Mary.is.here((w .tt)) l l  t<t'} 
(iii) Presupposition: k(w,t).3t'Vt"[[t1' < t' +-iMary.is.here((w . t " ) ) ] ~  

[t'<tIt -> M a r y  .is.here((w ,tt'))] 1 

Under the presupposition (iii) the proposition (i) is indeed stronger than 
any alternative: Whenever Mary.is.here((w,t)) is true. then Mary.is.here 
((w,tq)) will be true for times I' after t,  but not vice versa. 

The PPI still is similar to already except for the temporal orientation of 
its alternatives and its presupposition. And the NPI vet resembles drmh 
except for the temporal orientation of its alternatives. 

6. THE LOCUS OF EXPLOITATION OF POLARITY ITEMS 

6.1. "Doubly-licensed" Polarity Items 

Under the seniantico-pragmatic account of polarity items we would 
expect that polarity items under more than one licensing operator show a 

This becomes obvious with various presupposition tests. For example, both Al(11.y is 
( i l r i ' o~ l~  here and 11 i s~~o.~ .s ih i r  thai  Mi1ryisc111-eiiilxhereentail.and lictice pics~ippose. that Mary 
arrives at sonic time. 

flip-flop behavior. This is indeed attested in certain cases. Baker [ I ]  pointed 
i t  out lor PPIs with examples of the following kind:I5 

(74) a .  1 would rather be in Montpelier. 
b. ? ?  I wouldn't rather be in Montpelier. 
c .  There isn't anyone in the camp who wouldn't rather be in 

Montpelier. 

Sentence (74b) is acceptable only if the concept ol'"w0uld rather be in 
Montpelier" hiis been mentioned before; typically, either 1 or  wouldn't are 
stressed in these cases. Schnierling 1421 showed that we find a similar 'flip- 
flop" behavior with NPIs: 

(75) a .  ^There was someone who did a thing to help. 
b. There was n o  one who did a thing to help. 
c .  "'There was n o  one who didn't do a thing to help. 

These grammaticality judgements can be immediately explained from 
the semantics of'liccnset-s. here negation, as two negations cancel each other 
(-,-,(I) = (0). 

l owever ,  there are cases where an NPI occurs in the scope of two 
licensing operators, which seems to be a true paradox for any semantic 
theory of polarity items. Hoeksema 1151 discusses cases of NPIs in the 
protasis of condi~ionals like (76). and Dowty \5} presents cases of' NPIs in 
the scope ol'downward-entailing adverbial quantifiers (cf. 77): 

(76) a. If lie knows anything about logic, he will know Modus Ponens. 
b. Itlie doesn't know anything about logic, he will (still) know Modus 

Ponens. 
(77) a .  She very rarely eats anything at all for lunch. 

b. She very rarely doesn't eat anything at all lor lunch. 

Ladusaw I261 was aware of these facts: The implementation of his theory 
requires that an NPI be licensed by one downward-entailing operator; once 
licensed, i t  will stay licensed. Dowty [S]  suggests a distinction between 
semantic licensing based o n  dowiiwai-cl-entailingness, and syntactic licens- 
ing that suppresses the flip-flop behavior of semantic licensing. 

" Notice that this is ii ilil'fcrent k ind  of n i l l u ~ ~ t h i i ~ i  the one tre:ited in section 5 .  Presumably 
~ ~ o ~ l ( 1 1 ~ ~ 1 ~ l ~ ~ ' r i s  an idiomatic expression. where the I'oregrounti expresses a maximal preference, 
and tlie iiltcrn:itives cxpiess i ~ o ~ ~ - n i i i x i n ~ t ~ l  prct'crciices. 



The solutions that have been presented for doubly-licensed NPIs are 
problematic for the semantico-pramtic account of polarity items as they 
work with various principles that are extraneous to the idea that polarity 
itenis are used to express relatively "strong" propositions. In  this section 1 
will argue that we can treat these phenomena within a semantic theory i f  we 
allow for a more flexible way of how the semantic contribution of polarity 
items is exploited. 

6.2. Flexible Exploitation of Polarity Items 

I would like to propose that the semantic contribution of a polarity item 
can be exploited at various levels of a complex semantic expression, not just 
at the uppermost level of the sentence. Independent evidence for this comes 
from cases like the following one: 

(78) The student who had not read anything gave improvised answers. 

Following the theory developed so far,(78) would be analyzed as follows: 
The NPI anything introduces alternatives in the usual way. These alterna- 
tives are projected in semantic compositions, and the negation in the relative 
clause reverses the specificity ordering. The assertion operator then makes 
use of the resulting alternatives: 

(79) Asscrt((~Q^.i.gave.improvised.answers,(ix[studcnt,(x) A 

-3y[read,(x,y) A Q,(y)]l), thing. {PI Pctlling}) 

The problem is that the definite NP interrupts the semantic specificity 
relation between the foreground thing and its alternatives and the resulting 
propositions. For example, if John is the student who had not read anything. 
then replacing thing by some alternative P, Pcthing will either give us the 
same proposition, or i t  will result in a presupposition failure (if there is 
another student who did read something but not P). Hence (79) cannot be an 
adequate representation of (78). 

Obviously the NPI in (78) is licensed locally in its clause. Assuming that 
the alternatives introduced by polarity items are a l w q s  exploited by 
illocutionary operators we have to assume that such operators can occur i n  
embedded sentences: 

(80) Assert[The student [Assert w h o  h;id not read anything1 gave iiiil~ro- 
vised answers] 
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I t  is the downstairs Assert operator that makes use of the alternatives 
introduced by the NPI.  In doing so this operator will neutralize these 
alternatives, making them unavailable for the upstairs Assert operator. 

I n  order to implement this idea we must develop a framework in which 
illocutiona1-y operators are part of the semantic recursion. This can be done 
when we assume that semantic representations, in general ,are dyna~nic, that 
is. f'~111ctions fro111 input infot-niation states to output states. For ease of 
exposition I will not give recursive dynamic rules for subclausal expres- 
sions: see Krifka 1241 for how this can be done for BFA structures. We may 
define the dynamic version of a proposition p from its static version p' as 
follows: p = ̂ .c[cnptj. 

The rules for assertion will get a slightly different format. First, simple 
assertion is functional application, perhaps with the additional requirenietlt 
of assertability, i.e. that the asserted sentence is conipatible with and not 
already entailed by the input state: 

As before I will suppress the part in parentheses. How should we define 
assertion for 13FA structures? Following our earlier analysis (28), we may 
suggest the following: 

(82) Assert( B .F,A ) = ?.cic'I ct=B(F)(c) A V F  e A1 B(F)(c) # B(F')(c) -+ 
Speaket- h;is rcaso~is not to 111-opose cl=B(F')(c) 1 1 

In case the alternative propositionsare related to B(F) by informativity we 
may assume a special operator ScaI.Assert, as in  (31). I n  the present 
framework this operator can be rendered as in (83): The input state c is 
cl~angeci to one in  which B(F) is true and all :1Ite1-1i:1tive propositions B(Ft)(c) 
that are stronger than B(F)(c) are false: 

Ifthe BFA structure is generated by a polarity item. then B(17')(c) is never 
stronger than B(tT)(c) in  the felicito~~s case, hence the u-tenn reduces to 0, 
and weget B(F)(c)asot1t1->11t. I n  the infelicitouscase the u-termeitherequals 
B(12)(c). which will yield 0 as output, or i t  covers all n o t i - e x t m  cases, 
which will leave only cin extrcnie output st;*. 



Our example (79),assuming scalarassertion,can he analyzed as follows: 

(84) Assert(<\.cl {ie  d gave.i~~iprovised.answcrs,(~x~sttick'~lt,(x) A 

Scal.Assert((AQkc.{ie d -i3ylread,(x.y) A Q,(y)] }, 
thing, {PIPcthing}))(c)(i)) )}I) 

Notice that the cotitt-ibution of the NP1 isevaluated by Scal.Assert. ~ v l ~ i c l ~  
rett~rns a function from infortilation states c to information states d such that 
in all worlds i of e',  x (the student) 1ic1s11't read anything. 

I think that the paradoxes of double licensing can be explained in  a similar 
way. For example, a case like (77b) may be analyzed as follows. Rawly 
expresses a quantification over lunch-situations s in which Mary takes part. 
We may analyze it as a relation XXkY[#(XnY)<n\, where n is a small 
threshold value. Ea t  is a three-place predicate that relates an eater, an ol7,ject 
that is eaten, and a situation s .  

(85) Mary rarely doesn't eat anything for lunch. 
Assert(kc{ie cl rarely({ sl lunch,(s)}, 

{sl Scal.Assert((?iQ)ic{ie cl3xleat,(ni,x,s) A Q,<x)l} 
thing, {PI Pctlling}))(c)(i)})]) 

Notice that the occurrence of the NPI is licensed locally. by Scal.Assert. I 

The upstairs illocutionary operator is a simple assertion that does not relate 
to the aIte1-11:1tives introduced by the NPI. I 

The contrasting case (77a), of course, is one in which there is no 
embedded illocutionai-y operator,and the alternatives introduced by the NPI 1 

do affect the illocutionary operator of the sentence: 1 
i 

(86) Mary rarely eats anything for lunch. 
Scal.Assert((^.Q^c{ie d rarely({sl lunch(s)}. 

Example (86) is a good assertion because rarely allows for downward- 
entailing inferences in its second asgunlent: If Mary rarely eats vegetables, 
then Mary rarely eats c>~rt-ots. 

The exarnples involving a conditional.(76a, b) can be treated in  a similar 
way. First, i t  can be shown that (7621) is a good scalar assertion under the 
standard analysis of (indicative) conditionals in clytiatiiic interpretation (cf. 
Stalnaker 1451): 

' I ' l i i~ t  is, ///) / / ~ ( ~ ~ ^ / c l i t t n f ~ ~  :in iti[)itt c toil c' tliat does not iillow foi'p-worlds 
that arc not q worlds. Notice that, due to the set subtraction in the first term, 
we have that i fpl(c)cp(c)  then i f (p,q)(c)~f(p ' ,q)(c) .  This is the reason why 
NPIs can occur in  the protasis of conditionals. Our example (76a) will be 
:~ri:~ly/ed in the following way. wherejk(0)  should repreresetit "Jolln knows 
;~bont 0". and jknip stiimis for "John knows Modus Ponens": 

(88) 21. I f  John knows anything about logic. he knows Modus Ponens. 

Scal.AsscrtÃ‡<\.Qlif(Jk(Q) jkmp)] ,  logic, {PI Pclogic} ) 
= kclif(jk(logic),jkmp)(c) - u{if(jk(P),.jkmp(c)I Pclogic A 

if(jk(P). .jkinp)(c) c if(jk(1ogic). jkmp)(c)}] 

Tlie input cotnmon ground c is first restricted to the set of worlds in which 
it holds that if John knows something about logic then he knows Modus 
Ponens. From this set the union of all those specifications of c is subtracted 
fOr which i t  liolcls that the proposition "if Jot111 knows son~etlling about logic 
then he knows Modus Ponens" is stronger at c than the proposition "if John 
knows something about P then he knows Modus Ponens", for Pclogic. Due 
to the interpretation of conclitionals (87) there is no such information state, 
hence that union is the enipty set. 

Example (76b) can be explained by assuming local exploitation of the 
polarity structure. Rather informally we can assume the following analysis 
lor (76b): 

(89) b. Assert[if(Scal.AsscrtlJohn doesn't know anything about logic], 
he will not know Modus Ponens.1 

So much about local exploitation of polarity items.I6 One obvious 
question at this point is, of course, where local exploitation can be applied. 

"'Tlierc ;ire ccrt;iiii cases of'neg;itcd NPIs or PPIs i n  thc protasis (if conditionals that cannot 
l ie explained by  local licensing. One example is the sentence I / ' . /o l~n doesn 'I k n o w  ANYlhinr 
l<i1Al.l,ldlMt~~1l0,~ic. lir i r i l l t i i i ~  kiio11. Moiliisl'oiien't. Notice that we havea stressed NPI .  which 
means that we s l i o ~ ~ l d  assume that i t  isexploited by theoute~-111ost il locutioniiry operat(1r. Notice 
alho that i t  has to he parapliraseil hy  'Only  if.loliii doesn't know anything at al l  about logic w i l l  
hi- not know Modus I'oncms'. T h i s  shows thi'it imother type of assertion is involved t11;it wc 
li:ivcn'l cliscusserl so Fiir ;I Iypc tliat we f ind wi th  mntr ; i~ t iv i '  ;i<;scrtions and which we can c;dl 
"c~h;iustive".Thc ~'>rag~~i;i~icclTecl~~fexl~:iuslivcassertionoS;iproposition (B,F,A) is that B ( F )  
is claimed to he Ilie only proposition amon$the alternatives B(F'). F' 6 A thiit is true. Appl ied 
to our  c x ~ ~ n i p l e  this woukl 111eiin hilt tlic M o d u s  I'oiic~is i s  co~~s ic le~ -ed  to he the s o ~ i i c t l ~ i ~ i g  th;il 
p~o11Ie know i f  t11ei1- k i i o w l d g c  of' logic is 111iiiir11iil. 



6.3. Where can Polarity Items be Exploited'? 

We may assume that polarity items can be exploited at every clausal 
level, as examples like (76b) and (78) show. However, notice that (7Sc) 
should tlieti be gram~n~tt ical ,  as the NPI would be licensed i n  its local 
clause. I t  seems to me that the gr;i~iiiii:tticality iinlgeiiients for these 
sentences are indeed questionable. They may be due to the fact that 
sentences (75a), (b) and (c) are presented together which has the effect 
that a certain interpretation - the one with a single, wide-scope 
illocutionary operator - is kept constant lor every sentence. 

Examples like (77b) show that alternatives can be exploited even at a 
sub-clausal level. It may matter that the locus of exploitation in the 
semantic interpretation is the nuclear scope of a quantifier. 

Another, related question is: What forces the assumption of operators that 
make use of alternatives? I think that the general priticiple is that a sentence 
must end up as being pragmatically well-formed. Consider tlie following 
cases: 

(90) a .  Scal.Assert[Mary rarely eats anything for lunch] 
b. AssertlMary rarely Scal.Assert[cloesn't eat anytlit~ig] For luncll~ 
c .  "'Scal.Assert[Mary rarely doesn't eat atiytliing for lunch) 
d. ^Scal.AssertlMary rarely Scal.Asscrt[doesn't eat anything 1 tor 

lunch]] 

As we have seen. (90a, b) arc p r~~g~n~ t t i c a l l y  well-formed. (90c) is had 
because there is no infor111:1tion state that would satisfy the req11ire1iie11ts 
ofScal.Assert. And (90d) is bad as the NPI alternatives, so to speak, are 
a1re:lcly "used up" by the first Scal.Assert operator. 

7. LOCALITY RESTRICTIONS 

One type of phenomenon that seems to argue for a syntactic treatment 
of polarity items are the various locality restrictions that have been 
observed, especially by Linebarger. In  this section I will show that a 
semantic treatment of locality p l i e ~ ~ o ~ ~ i e t i a  seems feasible as well. 

7.1 . Pro.jection F at . I  ure 

One kind of p l i c ~ i o ~ n e ~ ~ o t ~  that has been described as showing syntactic 
island effects for NPIs can be traced back to the failure of certain semantic 
constructions to j~rujwt BFA structures prc)perly. Take the contrast between 
the following sentences which shows that definite NPs, but not indefinite 
(non-specil'ic) NPs impose restrictions lor licensing of NPIs: 

(91 ) a .  Mary never goes out with men who have any problems. 
b. 'I-Mary never goes out with the man who has any problems. 

This cotitr:~st can be explained by the current theory because tlie definite 
NP in (91 b) does not project the 13FA-structure introduced by the NPI, 
whereas the nonspecific NP in (a) does. For (b) we would get the following 
BFA-structure: 

(92) (kQki--li;o.out.with,(iti,ix3y[inan,(x) A Q,(y) A havel(x.yf])]. 
problem, {PI Pcproblern} 

In order tor the definite NP to refer there must be a unique man that has 
problems. But notice that strengthening probIen1 to some P, Pcproble111, 
would either pick out the same man, if that man has problem P, or lead to a 
nm-refer!-i11g descrtptio~i, if he doesn't. Hence no alternative P can ever lead 
to a strotigei- proposition. This is different in (91 b): 

(93) (kQ~i-'3~3y[go.out.with,<m.x) A man,(x) A Ql(y) A havel(x.y)], 
problem, {PI Pcprobletn}) 

Note that in  this case choosing strongeralternatives niay lead to a stronger 
overall proposition; for example, the set of worlds in  which Mary doesn't 
kiss men with a specific problem Q m;iy be a subset of the set of worlds in  
which Mary cloes~i't kiss men with any problems at all. 

7.2. Narrow-Scope Illocutio~iary Operators 

Anothercontrast that seems tocatll fora syntactic theory is illustrated with 
the following pair of examples, illustrating the difference between so-called 
bridge verbs and non-bridge verbs: 



(94) a.  Mary didn't think that John had any problems. 
b. '?'?Mary cliclii'l shout that John had any problems. 

This contrast can be explained by assuming that non-bridge verbs like 
.sliont are essentially quotational and hence embed a structure that contains 
an illocutionary operator. The cases (94a,b) are analyzed as follows: 

(95) a .  Scal.Assert1Mary clidti't think that John had any problems1 
b. AssertLMary cIic11i't shout that Scal.Assert~Iohn had any prob- 

lems]] 

We can derive that ( 9 4 )  is bad as follows: The non-bridge verb about, 
being quotational, enforces the presence of some illocutionary operator on 
the embedded sentence. In (94b). this operator is applied to a BFA structure 
induced by a polarity item, hence it must be Scal.Asscrt, but the pragnuitic 
requirements for Scal.Assert are evidently not satisfied. 

The notion of 'quotational' verbs should not be understood in a too 
narrow sense. Forexample, the verb .sciy certainly can be used in acliiotational 
sense. but also in another sense where only the information content. but not 
the actual wording is reported by the embedded sentence. Consequently,.s~/~ 
is a bridge verb and is transparent for the licensing of polarity items. as in 
Mary didn't SHY that John had ( l ip  problems. The analysis of nun-bridge 
verbs as involving embedded illocutionary operators has been proposed for 
a differelit set of f-acts by Song 14q .  

Linebargel- 1321 has drawn attetition tu the fact that a NPI must be in the 
immediate scope of  a licensing negation. This explains reading differences 
like the following: 

(96) a. Mary didn't show every child a picture. 
i )  Not (Every child x (Some picture y (Mary showed y to x))) 
i i )  Not (Some picture y (Every child x (Mary showed y to x))) 

b. Mary didn't show every child any picture. 
i )  *Not (Every child x (Some picture y (Mary showed y to x))) 
ii) Not (Some picture y (Every child x (Mary showed y to x))) 

The absence of reading (i) for (96b) is unexpected: The cjuantil'ier 
EVERY is upward entailing in its nuclear scope. hence ~iowtiw:~rd entailing 
under negation. We can explain the lack of reading ( i )  by assuming that the 
nuclear scope of a quantifier always is a locus of  exploitation for polarity 

itclns. Hviclc~~ce for that cotiies from the f'xt tlii i t  we do firid PIIIs in  &s like 
the following: 

(97) J o h n  didn't give every child tons oI. money. 

I I  the scopal orcleri~igs of 11cg:itioti. universal q~~aritificr and any-phrase 
illttstr;iteJ in (06b) are possible (which is shown by %a), then we get 
semantic rept-esentations tlicit can be illustrated as follows: 

(98) b'. i )  Assert[Not(every child x (ScaI.Assert[any picture y (Mary 
showed x to y) ) ] ) ]  

t i )  Scal.AsscrtINot(tiny pictitre y (eveiy child x (AssertIMary 
showed x to y])))l 

Notice tI1at ( i )  is bxl,;is the BFA-proposition represented by "any picture 
y ( M a y  s1io~vecl x toy)" violates the conditions ol~Scal.Asscrt, just like the 
sentetice M(II.\ .S-/IOII~(J~/ Jo11n ( ~ ~ y p i c t u r e  vvo~tIc1 do. On the other hand, ( i i )  is 
good, as i t  yielcls a BFA-proposition that satisfies the felicity conditions of 
Scal.Assert . 

8. INTERROGATIVES 

One of'the most se1.io11s prol~lems ofniost existing ~iccc)~~tits o fNHs is that 
they liiil to explain wliy NPIs occur- in  questions. We find NHs in both 
ihctoric:~l qiestioiis and i~ifor~ii:~tiotl cluestioris (cf. Borkin 121): 

(09) a.  Did Mary ever lilt a finger to help y d ?  
17. Who ever lifted a finger to help you? 

( lO0)a. I hive you eve1 been to China'^ 
b. Winch student has eve1 been to Chincl? 

Laclusaw 1261 tried to explain the occurrence of NPIs by adopting a 
pri~iciple that a questiotl slit~111ci be worcle~l in a way that facilitates the 
atlswer. i4e1ice if the speaker expects a negative answer, he may use an NPI. 
'Ihis may he ;in explan;ition (or the occurrence of NPIs i i i  rI~etc)ric:~I 
qiiestio~is like (9Ya.b). hut cloes~i't apply to infor111:1tioti ~uestiotis like 
( I00ii.h). 



A more promising accouiit tor NPIs in questions is due to F a ~ ~ c o ~ i i i i e r  191. 
Fauconnier studies in particular indirect questions embedded under 11,o/i(/or, 
as I i ~ ~ o i i ( / e / ~  i1~11et11er this knife ran cut even the most tender meni. He 
observes that, if we restrict our attention to propositions that are considered 
possible, we have the following implication reversal: 

( 10 1) For all 4. y that are considered (at least) possible: 
If (1) Ã‘ VI/, then I wonder whether \^ entails: I wo~iih'r whctliei 0). 

For example, I wonder whether Joliii ate a w e t u h l e ,  which can he 
paraphrased as "I am not sure about whether John ate a vegetable". c~itai ls  
1 it~oii(1er it~liethfr .lolm ate currot, i e  "I am not sure ;ih(int \vlietl~er SoIi11 
ate a carrot". but not vice versa - I may he not sure about whether J o h n  ate 
a carrot, but know that John ate a piece of broccoli. This in turn explains, 
according to Fauconnier, why we find NPIs in q ~ ~ e s t i o n s .  For example. (99a) 
indicates that the speaker is not even sure whether Mary made a 1iiii1i1ii:1l 

effort to help you, let alone whether Mary made a bigger effort. And as the 
proposition in question is the minimal one of its scale. F:111coiitiier assumes 
that a negative implicature arises that the speaker is sure that Mary didn't 
make any effort at all to help you. 

While I think that Fauconnier's account is promising. it still needs fiiitlier 
elaboration. Even then it seems that i t  covers only those cases where NPIs 
occur in rl1etoric:1l questions, due to the negative implicature just men- 
tioned." 

It should be easier to find an  answer within the current pragmatic setting. 
We have seen that in assertions, polarity items induce potential alternative 
assertions. which must be licensed by pragmatic principles. So we should 
assume that polcirity items may induce poteiitial alternative questions when 
they occur within a question, and those alternative questions must be 
licensed by pragmatic principles. This suggests the following format for tile 
interpretation of questions: 

( 102) Quest((B .F,A))(c) = Quest(B(F))(c).  
where for every alternative F' ,  F' e A ,  speaker has reasons not to 
base the question on F'. i.e., not to propose Ouest(B(fT'))(c) .  

In Kritka 122.231 1 have discussed possible reasons that speakers might 
have not to ask alternative questions: 

" A more recent atternp~ to explain NPIs  in  c ~ ~ ~ e s t i o n s  can he lomid in  I l i i ;g~iI~o~li ; i i i i  1141 

- In rhetorical questions. the speaker tries to lower the threshold for a 
positive answer, showing that he is certain that the answer would be 
negative. For example. in (9%) the speaker wants to demonstrate how 
certain lie is that Mary didn't help you at all by making the conditions for a 
positive answer as weak as possible. 

- In inlbrmation questions, the speaker intends to construct the question 
in such a way that every suggested answer would roughly yield the same 
amount olinformation increase. This principle can be illustrated by a game 
where one player draws a card from a deck of cards and the other has to guess 
i t  with as few queslions as possible. It would be uneconomical to start with 
guesses like Is it tlw . S ~ I V / ~  of diamonds?; it is better to start with questions 
like 1.5 it a seven?. or 1s it (1  diamonds? A question like (10Oa) indicates that 
the speaker has a reason to prefer the more general question over any 
alternative, presumably because his information state is such that he expects 
I better overall information gain from an answer to the more general 
question. 

This line of explanation of NPIs in questions captures a generalization 
alluded to by Borkin 121, namely that strong NPIs (i.e. idiomatic NPIs with 
emphatic stress) typically occur in rhetorical questions, whereas weak NPIs 
tend to occur in information questions. The purpose of an NPI in a rhetorical 
question is to signal that the speaker tries to make a positive answer as easy 
us possible. ancl therefore i t  is to be expected that he or  she selects a question 
that is based on a proposition that is "extremely" weak. 

Let me Slesh out the theory of NPIs in questions I would like to propose. 
Take some semantic analysis of questions, for instance Groenendijk and 
Stokhof 1/21. where a question is interpreted as a partition on the set oS 
indices and the cells of tlie partition correspond to the propositions that are 
full answers to that question. Within a dynamic theory, a question maps an 
input state to a set of states, and the corresponding answer takes up such a 
set and picks out one element. For the simplest case of YesINo questions and 
corresponding answers, we can assume the followinpoperators (within a 
static framework): 

(103)a.  YN.Qucst(p)(c) = { c n p ,  c-p} 
h. Aiisw.Assert(p)(C) = uicnpl M}, i f  ElqlqeC A q n p = 0 ] )  

A YesINo qiiestion based o n  a proposition p at a common ground c leads 
to :I set C" of two output common pounds .  one where p holds and one where 
i ~ l o e s n ' t  hold. I n  turn. :I proposition 11 is a felicitous answer to a set of 
information states C i f '  i t  eliminates at least one possibility conteiilplated by 



the question. i.e. one element of C. The information conveyed is the union 
of all states in C that are not eliminated, updated with p.  For example. a 
question like 1s it rciinitig? at c yields a set C = { c n r a i r i i n g . ~ r u i n i n g } .  A n  
answer like If i,s rciiii/i~g unit . S I I ~ \ I . ~ I I K  then yields ;in output 

cn ra in ing ln l r a in ing  snowing lulc-rainiiiglnl rainingnsnowing 1 
= [cr^raining1n[rainingnsiiowingl u 0 
= [ c n r a i n i n g n s n o w i n g ~ .  

An inappropriate answer like Gro.s,s is green would be infelicitous. as its 
proposition is c c m p ~ ~ t i b l e  with both elements of C. 

For questions based on BFA structures we can assume the l'ollowing rule 
which is structurally similar to the assertion rule (82): 

If the BFA structure was generated by a NPI, we have that in general. 
B(F1)zB(F),  for all F', F'e A. The speaker may have the following I-e:Isolis 
in this case: 

- In the case of  rhetorical questions there are two theoretical options: 
Either the speaker is so  convinced that the answer will be negative that lie 
maximizes the (1 priori possibility lor a positive answer. Note that c n B ( F )  
will in general be a superset of c n B ( F 1 ) .  Or  the speaker suggests that tlie 
co111n1()11 g r c ~ l i d  c is such that cnB(P')=@, which would trivialize tlie 
alternative answers. For example. a question like (9%) may be uttered with 
respect to a common ground for which the speaker thinks that i t  is already 
established that Mary didn't do anything substantial to help y, and I ~ c ~ i c c  
has to ask the question whether Mary did something minimal to help you as 
the only remaining (>tie* 

- In  the case of inform;ition 1111estions. the speaker wants to maintain an 
equilibrium between the inf(~riii;~tional value ot  the positive and negative 
answer; c n B ( F )  and c-B(F) should have roughly the same prohahility in c .  
A stronger question based OII alternative 1>t-o11ositions B(F') would violate 
this equilibrium. Note that a question like ( IOOa) would he inappropriate i l '  
it is already known that you have been to China, or if the locus of interest is 
on whether you have been to China in a c e r t ~ ~ i n  year. 

The analysis of  direct questions presented here carries over to indirect 
questions when we assume that the truth conditions of sentences containing 
indirect questionsembody the felicity conditions of  thecor1-es~1011ditiy direct 

i~ucstions. For exciniple. 11 question like I wonder whether Mary lu1.s ever 
hern l o  China will express that the speaker is in an information state where 
i t  wonlcl initkc sense for hiin (i.e. increase his infor111;ition in an optimal way) 
to ask the il~iestion Has  Milt.! ever been l o  Chiiul.' 

9. CONCLUSION 

Let us come to a conclusion. In this article I have tried to show that we can 
arrive at an ex11la1iatory theory o f the  distribution of polarity items within a 
ratnework that claims (a) that polarity items introduce alternatives that lead 
to an infortnativity relation with respect to the meanings o t h e  polarity items 
themselves and the cotri111oti ground at which they are used; and (b) that 
illociitionary operators make crucial use of this additional information. 
Polarity items then are just a s11eci:il case of other constructions that 
introduce alternatives, like expressions in focus and expressions that are part 
of a linguistic scale and introduce scalar irnplicatures. 

Of course, vast areas still have to be filled out in this picture to see 
whether this approach is on the right track. In particular, the range ofpolarity 
items and the various construction types and pragmatic constellations that 
allow for polarity items remains to be investigated in detail. 
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