The Semantics and Pragmatics of Polarity Items

Manfred Krifka

For some thirty years negative polarity items (NRiayeprovided cruciakvidence for
linguistic theory. Butthe various accounts dfiPIs have notyet attained explanatory
adequacy. The goal of this paper isd&rive the distribtion of polarity items (and in
particular of differenttypes of polarity items) fromtheir semantic structure and
independently motivated pragmatic principles.

Section(1) provides aroverview of existing theories ofNPIs and theirproblems. In
section (2), | outline my explanation of the tdsution of so-calledweak polarity items,
and in (3) ldiscussthe semantic nature and distributionstfongpolarity items. Section
(4) offers a comparison afeakand strong\PIs. Section(5) discusses wider range of
polarity items. Sectioii6) is devoted toso-called,double licensing®,and section(7) to
certain locality effects. In section (8) | will discuss NPIs in questions.

1. Polarity Items: Past Theories, Current Problems

1.1. Syntax and Semantics

There is amongoing deate betweersyntacticians and semanticists about gineper
explanation of the distribution oNPIs. Klima (1964) may be seen as the earliest
proponent of a syntactic theory. According to hii®ls must be,in constructionwith®,
or in more recent terms, be c-commanded by, a trigger. Triggers are either an overt negation
or an ,affective element, e.g. a verb likerprised

(1) a. John didn't say anything.
b. We were surprised that John said anything.
Baker(1970)reduced the set dfiggers tonegation, eliminatingaffective elements*.
He claimed that NPIs may be licensdetivatively bysemantic entailmenEor example, a

sentence lik€1.b) entails a sentence in which the N&ything is licensedlirectly, by
negation.

(2) (1.b) entails: We expected that John wouldn't say anything.

A problem of this theory, already observed by Baker, is that itwagywell predictthat
NPIs occureverywhere, as evesentencep will entail -—¢ . Indirect licensing therefore
must involve a more specific semantic relation than logical entailment.

Fauconnier (1975, 1978, 1980) and Ladusaw (1979) approachesuledirectly from
a semantic angle by claiming thdPls occur in downward-entailingDE) contexts and

denote extreme elements among a selitefnatives. A downward-entailing contdat q,



i.e. an expression ¥, is defined as a contexthere replacingx with a semantically

weaker constituent3 yields a stronger expressionX For example, the nominal
argument of a universal determiner is QI 3.a,b),and consequently it allowler NPIs
(cf. 3.c). Here | usel]“ to express the relation of semantic strengiB; means that is

at least as strong (or specific)fas

3) a. carrotd] vegetables

b. Everyone who ate vegetables got si¢ckveryone who ate carrots got sick.
c. Everyone who ate any vegetables got sick.

This line ofattack wasundermined by Linebarger (1980, 1987, 1991), who observed
that many NPI contexts are not really DE. For exampleptbtasis of conditionalallows
for NPIs like ever (cf. 4.c) but fails to shalwe DEproperty (cf.4.a,b),contrary toclaims
made by Ladusaw.

(4) a. You visit China and get sick theréYou visit China.

b. If you visit China you will enjoy it
If you visit China and get sick there you will enjoy it.
c. If you ever visit China you will enjoy it.

Linebarger also showed thatversative predicates, likeurprisedq are not DE in
Ladusaw'ssense. Furthermore speinted out thalNPIs have tooccur in theimmediate
scope oftheir licenser, whiclseems tacall for a syntactic analysis. Shikustrated this
constraint with quantifiers and reason clauses. For example, in the following sentence only
the narrow-scope readirigr everyparty is possiblgi.e., there are no earrings tiary
wore to every partyyot the wide-scope readirfge., it wasnot to everyparty thatMary
wore earrings).

5) Mary didn't wear any earrings to every party.
a. Not (Some earrings x (Every party y (Mary wear X to y)))
b. *Not (Every party y (Some earrings x (Mary wear X to y)))

Heim (1987) defended the semantic position by showing that the notion of DEness may
be restricted in an intuittly appealing way. Essentiallghe claims that the presence of
NPIs signals DEnesalong a scale specified by the NPI amith respect to a particular
position in a sentencé&or example,she analyzedever as meaning ‘'at least once', and
having alternatives meaning ‘at least n times', where n>1pildtasis of aconditional
sentence like (4.c) exhibits this limited DEness, as the following implication holds:

(6) a. ever 'at least once'; alternative values: 'at least n times', n>1.

b. If you visit China at least once you will enjoyfit.
If you visit China at least n times, you will enjoy it. (n>1).
Another important innovation is that Heim makes dloeeptabilityconditions ofNPIs

dependent on the current comnmgnound ofthe conversationFor example,(6.b) is not
meant to be a logical truth, but a truth of suitable comgronnds atvhich sentencé4.c)



can be uttered felicitously; (6.b) can be seen as a presupposition of (4.c).\Hdacare
not just passiveelements that may or may not be licensed: thetwely accomodate
common grounds.

More recently, at least threlateresting approachdsve been developed that deserve
more careful examination: Progovac (1988, 19%893)tries to explain the distribution of
NPIs by binding theory, Kadmon & Landman (1993) proposacaount ofany in terms
of semantic strength, and Zwa(i993) develops an algebraic theory tlastinguishes
between different NPI types and contexts.

1.2. The Binding-Theoretic Approach of Progovac

In her dissertation (1988) armkveral articles (1992, 1993), Progoyamnts out the
following problem:

(7) a. Mary didn't remember anything.
b. Mary forgot that anyone came yesterday.
c. *Mary forgot anything.

The standard semantic account of NPIsdaa with(7.a) and (7.b): Ir{a), theNPI is
licensed byovert negationand in(b), by the negation inherent forget which can be
paraphrased as 'not know anymordowever, the ungrammaticality of(7.c) then
constitutes a problem, as one of its readings cgpalephrased by 'not know anymore' as
well, cf. e.g.Mary forgot this poem

Progovagroposesthat NPIs must be licenseeither by negation or by an operator
,Op* in the specifieposition ofthe same clause. ThusPI licensing turns out to be
subject to principle A of binding theory, the principle that governs, among other things, the
distribution of reflexives (cf. Chomsky 1981). Theerator Op in turn isemantically
restricted: It can occur only in clauses thet not upward-entailing.his proposaktan be
illustrated with the following examples:

(8) a. Mary didn't remember anything.
b. Mary forgot [Op that anyone came yesterday]
c. *(OP) Mary forgot anything.
d. *Mary remembered [(Op) that anyone came yesterday].

In (8.a)the NPIlanyoneis licensed by clausemate negation(binit is licensed by an
operator Opthat can occuhere,due to thefact that the clausal argumentfofgetis not
upward-entailing: If Mary forgot that woman cameyesterday,she might not have
forgotten that a persocameyesterday. (c) is out: There is mwert negationand the
operator Op cannot occeither, agoot sentenceare upward entailing-or example, if
Mary forgot a poem bysoethe, thershe forgot gpoem, butnot necessarilyice versa.
Also, acase like(d) is out, aghe clausal argument agémemberis upward-entailing: If
Mary remembers that a young woman came yestesti@yemembers that a womaame
yesterday, but not necessarily vice versa.



The crucial piece of evidender Progovac isthe contrastbetween(8.a) and (c).
Progavac seems to make the prediction Mfits can never be licensed in then-clausal
argument position of a non-negated root clalsawever, this is notthe case, as the
following examples show:

9) a. John lacks any sense of humor.
b. John came without any present.

| think examples like (9.a,b) show titae binding-theoreti@analysis ofNPIs is on the
wrong track. Within a semantic analysis the differelbbe®veen verbs likéorget andverbs
like lack can be accounteir by assuming thébrget (in the non-clausal versiomgas an
objectposition of type e, wheredack and prepositionsike without have obgcts of the

quantifier typelle, X! This is corroborated bthe fact that the latter ones, but not the
former, allow for non-specific readings of indefinite NPs:

(20) a. John lacks a place to live. [some place or other]
b. John came without a coat. [some coat or other]
c. John forgot a poem by Goethe [a specific paem].

Now assumehiat NPIs like anythingare of typell®,f,i[] just like other nonreferring

NPs. Consequentlgnythingcan stay in situ as an objectla€k or without but musttake
scope over the predicate as an objedbajet The meanings of the predicatejurestion
contain a negation; we may paraphras& as 'not have', arfdrgetas 'not know anymore'.
Then we see immediately thatythingis licensed in (11.a,b), but not (0), as inthis case
anythingis outside of the scope of forget.

(11) a. lack anything:  Ax.lack(x,anything)
b. come without anything: Ax.without (anything)(come(x)
c. forget anything: Ax.anything(Ay.forget(x,y))

Another argument Progovac addudessthe binding theoretic accourfor NPIs isthat
there are languages which seem to have NPIs that can only occur in the immediate scope of
a clausemate negation. Progovac cites Engligitf and negative terms in Serbo-Croatian:

(12) a. John did not arrive until 7 o'clock.
b. *I do not claim that John arrived until 7 o'clock.
c. *Itis not the case that John arrived until 7 o'clock.

(13) a. Milan ne voli nikoga
Milan not loves noone

b. *Ne tvrdim da Milan voli nikoga.
not I-claim that Milan loves noone

The situation ofSerbo-Croatian is quite widespread; it obtainsalinlanguagesthat
exhibit negative concordcf. Ladusaw1992). | greewith Progovac thasuch examples
show thatthe expressions in questidravelocal cooccurrenceestrictionswith a negative
element. But | would like to reserve the term ,Negative Polarity ltem” for exprediéiens



anythingwhose distributions are not directly dependent on the occurrencelaafsemate
negation.Negativeconcordcan be described asgaammaticalized agreement, a distinct
phenomenon. Note that phrases that shegative concord aflontain anegative element,
which isni- in Serbo-Croation and other Slavic languages, whereas typical negative polarity
items do not contain negation elemeénts.

1.3. The Strengthening Approach of Kadmon & Landman

Kadmon & Landman(1993) deal only with NPIs based onthe determinerany.
According to their theory, such NPIs are used to indicate a reduced tolerance to exceptions,
or, in other words, a widening of the extension of an indefinite Nis is taken to be a
lexical property ofany. It is said tha@ny is licensed only ithe widening that it induces
creates astrongerstatement (their principl€). They illustrate thiswith the following
example; assume that speaker A asks speaker B (a cook for a group of 50 people):

(14) A: Will there be French fries tonight?
B: No, | don't have potatoes.
A: Maybe you have just a couple of potatoes that | could fry in my room?
B: Sorry, | don't have ANY potatoes.

According toKadmon & Landman'slescription, B had thenpression that his first
answer was misunderstood in a way fi@hatoess interpreted as ‘enough potatéesthe
whole group'. In his second answer, the usA&NY potatoedndicates that potatodss to
be understood in a wider sense than before.

Kadmon & Landman offer interesting and convincing solutions i@nge of apparent
counterexamples to Ladusaw's theoRor example, theypoint out that adversative
predicates likeoe surprisedare indeed downward-entailing once a certain perspective is
fixed. They describe the occurrenceaniyin the protasis of conditionals asvalening of
implicit restrictions. And theypropose a theory dfee-choiceany as involving a maing
of NPs in the restrictor of a generic statement.

But there arealso problemswith their analysis. First, it seems thahy expresses
widening only when it is stressed. Notice that B's first answé€t4hcould havebeenNo,
| don't have any potatoesvhere it is implausible thany widening isintended,and that
B's second answer requires stres@blY. Kadmon & Landman argue that it is not stress,
but the presence ahythat inducewidening, but theireasonsare not whollyconvincing
(cf. also Rohrbaugh 1993).

A second problem is thtPIs based orany can beused incontextswhere thenotion
of reduced tolance to exceptions is problemafi@r example, we can sakeferring to a
particular sequence of numbef&his sequencaloesn'tcontain anyprime numbers It
seems implausibléhat any primenumbersinduces a widening othe precise concept
‘prime number' here, or even a contextual widefiioign ‘'small prime number' to 'small or
large prime number'.

Third, a semantic rule likikadmon & Landman'¢C) is problematicfor theoretical
reasons as it refers the semantic description of oe&pression tdhe larger context in
which this expression is used, and hence is intrinsically non-compositional. We may grant



(C) the status of adescriptive generalization, but the nextestion shoulde: At which
level is (C) checked, and what is responsible for this checking?

1.4. The Algebraic Theory of Zwarts

Zwarts (1993) takes serious aarlier observation by vario@sithors(e.g.,Horn 1978,
Edmondson 1981)hat not allNPlIs are equal. Zwarts identifies thredasses ofNPIs
which he calls ,weak”, ,strong®, and ,superstrong“, and gives an algebraic
characterization of the contexts that can host these different types of NPIs.

Weak NPIs, ike need care and presumably unstressaady andever just requirethat
the context in which thepccur is monotone decreasing, DE. Phrased in futional

terms, a context f is monotone decreasing ffiolds hat XY entails f(Y)Jf(X). We find

such NPIs, forexample, in thescope of quantifierdkde few studentsor fewer than three
students

(15) a. Few students have ever gone to the library.
b. Fewer than three students cared to hand in a paper.
c. At most five students have gained any financial support.

Strong NPIs, likeany student at allor lift a finger, bat an eyelaslketc. need a context
that, in addition to being DE, has the property of beargi-additive”. A context f isanti-

additive iff f(X[IY) = f(X) nf(Y), wherell andn are Boolean disjunction and conjunction.

A quantifier likefewer than three studenis not anti-additive, in agrast to a quantifier
like no student

(16) a. Fewer than three students smoked cigarettes or drank beer.
Fewer than three students smoked cigarettes and fewer than three students
drank beer.

b. No student smoked cigarettes or drank beer. =
No student smoked cigarettes and no student drank beer.

Consequently, we find contrasts like the following one:

a7) a. *Fewer than three students {lifted a finger/read any book at all}.
b. No student {lifted a finger / read any book at all}.

The reported judgements follow Zwa(t993). | havefound that English speakers in
general see a grammaticality difference betwsmrtenceste (17.a) andb), but they are
unlikely to judge sentences like (17.a) as strictly ungrammatical.

Superstrong NPIs, favhich Zwarts gives th®utch examplemals (lit. ‘tender,soft’)
and theEnglishexampleone bit, canonly occur in a context that idownward-entailing,

anti-additive and satisfies the conditiom X) = =f(X), where ,- “ expressegeneralized

negation or complementation; Zwarts calls these contexts ,anti-morphic*. A qudikigier
no studendoes not satisfy this condition, but sentential negation does:



(18) a. No student wasn't happylt is not the case that no student was happy.
b. John wasn't happy. = It is not the case that John was happy.
Consequently, we find contrasts such as:

(19) a. John wasn't one bit happy about these facts.
b. *No linguist was one bit happy about these facts.

Although Zwarts'study is avery important contribution thatdds considerable
refinement to our understanding of NPIs, it has some empirical problems and leads to new
theoretical challenges:

First, the distinctionbetween the threelasses of polaritytems is less clear than
suggested by Zwarts. Various NPIs classified as weak by Zwarthplike fly, seem to be
rather of the strong type.

Second, therseems to be an interestinglation betweerNPI typesand stresshat
Zwarts does not mention and that does not follow straightforwardly from his analysis: As a
generalrule, weakNPIs areunstressed, wherearong NPIsattractstress. This can be
seen inthe contrast between weaky and strongany (whatsoeverand its Dutch and
German equivalentsok maar ietandauch nur irgendetwas

(20) a. No child got {any presents /ANY presents (whatsoEVer)}.
b. Fewer than three children got {any presents /*ANY presents (whatsoEVer)}.

Third, the conditions of monotone decrease andi-additivity arenot sufficient for
Zwarts'purposes, as theyould be satisfied by a function f that mageery set X to a
specific element. Examples agaantifiers likezero or more studentsr some arbitrary
number ofstudents which always yield a true sentence when combingt a VP.
However, these quantifiers do not license NPIs, neither strong ones nor weak ones.

Another problem is that thelass of superstronyPls doesn't seem to be definable in
terms of anti-morphicness, or in any algebraic teionghat matter. If itwere, weshould
not find any contrast between the following examples, contrary to the facts:

(21) a. John wasn't one bit happy about these facts.
b. *It is not the case that John was one bit happy about these facts.

It seems that Zwarts' class of superstrong NPIs coincides with Progovac's ¢ié3is of
that have to be licensed by a clause-mate negation (where negation need not be restricted to
standardnegation,but may includeemphatic negationsuch as Germakeineswegsor
Dutchallermins). Therefore | will disregard this classtime presenarticle, for the same
reason as | disregarded negative concord phenomena.

A more general point isVhy do different types ofNPIs require different types of
contexts? Why does the distribution of weak and strong NPIs seem to depaigelaic
concepts like monotone decreaseanti-additivity? Inthis paper | willaddress this very
question: Why is it that certain types of polarity items only occaentain contexts? will
propose that this is due to a peculiar interactietween the meaning of polarity items and
the expressions in which they occur, and certain general pragmatic rulesntieatvith the



illocutionary force of the sentence. The theory of polarity itgemgposedhere is an
elaboration of ideas presented first in Krifka (1990, 1992).

2. The Semantics and Pragmatics of Weak NPIs

In this section | Wl develop theheory | am going to proposeith a simple example:
licensing of the NPanythingin an assertion ithe scope of negation. Asdicatedabove,
the explanation willhave twoparts, involving the semantics @blarity items and the
pragmatics of the sentences in which they occur.

2.1. The Semantics of Weak NPIs

The basicassumptions concernirtge semantics oNPIs like anything are: (a) NPIs
introducealternatives;and (b) the alternatives induce aordering relation of semantic
specificity, where the NPI itself denotes a most specific element in that order.

According to (a)NPIs resemble items ifiocus asviewed byfocus tlkeoriessuch as
Rooth (1985,1992). | will incorporatealternativesusing structureaneaningswhich have
been developed to capture the semantic impaébafs (cf. Jacob4984, von Stechow

1990). Morespecifically, | will usetriples B,F,ALl where Bstands forthe background, F

for the foreground (the polarity item or them in foais), and Afor the set ofalternatives
to F. The set oflternatives Acontains items of the same type of F, but natseélf’.
Typically, when B is applied to F, we will get a standard meaning B(F).

Semantic strength, rendered by, is definedfor all types based othe truth-value
typet as follows:

(22) a. Ifa, B are of type t, theal iffy20a - .
b. Ifa, B are of typda,tl] thenaB iff for all y of typeo: a(y)B (y).

For example, if P, Q argroperties (types/e tl), then PIQ iff TiOX[P()(x) —
Q()(X)]. Thus, wehavesparrow(bird, as the set odparrows is a subset tie set of
birds inall possible worlds i. Asisual, we Wl write al} iff a[ and-Bd , and say
thata is ,stronger” tharp.

Let meintroduce an example. THéPI anything is analyzed as the following BFA-
structure:

(23) anything [B, thing, {P| Pdthing}

Here,thing is themost general property (a notidmat depends orthe context and on
selectional restrictions in ways that are not accoufttetiere).The precise nature of the
background B is a function dhe syntactigposition inwhich anythingoccurs, e.g. as
object or subject. Thalternatives are aet of propertieshat arestronger tharthe most



general propertything. For simplicity of exposition | will assume thewery propertythat

is more specific thathing is an alternative. In any case, one important requirefoerthe
set of alternatives is that it is exhaustive in seasehat all the alternatives together make
up the foreground.

(24) Exhaustivity requirementi{P| Pthing} = thing

I will now derive the meaning of tweentences invhich anything occurs inobject
position. In order to do so weave towork with interpreation rules thatcan handle
structured meanings. Assume that we alrd@ayerules hat give ordinary, non-structured
interpretations, then structured meanings can be integrated as follows:

(25) a. If a semantic rule calls for applicationaeto 3,
andp = [B,F,AL
thena(B) = a(B,F,A) = BX[a(B(X))],F,AL
where X a variable of the type of F.

b. If a semantic rule calls for applicationcoto 3,

anda = [B,F,AL
thena(B) = B,F,ALR) = BX[B(X)(B)],F.AL
where X is a variable of the type of F.

These rules guarantee that information abouptistion where thefocus isinterpreted
and about the alternatives is projected from daughter nodes to mothet nodes.

Now let us derive the meaning ofsantence that will yield a bad assertibtary saw
anything | assume @aemantic representation languagth explicit reference tgossible

worlds; in general, ift is a constant of type L] thena,, short fora(i), is the extension of

a at world i. I will write R(x,y) forR(y)(x). Thesemantic combinatiorulesare functional
application, modulo the provision for BFA structures:



(26) anything
RQARNAXIY[Q,() OR(x.y)], thing, {P| Fthing} (]
= B,F,AC
O
[ saw
[J saw

n)
saw anything

[B,F,Al{saw),

= RQ[B(Q)(saw)],F,AL

= RQ[ARNAXLY[Q(y) R (x.y)l(saw), F, ALl

= RQAIAXY[Q,(Y) Osaw(x,y)], thing, {P| POthing} O
W

U Mary

O APAI[P,(m)]

O

Mary saw anything

RQAILY[Q(y) U'saw(m,y)], thing, {P| Plthing} [

We get a BFA-structuravith a B component that, when applied to H| wield the
proposition Aily[thing,(y) O saw(m,y)], i.e. the set of worlds where Mary saw
something.

A sentence likeMary didn't see anythingan be analyzed, somewlgnplified for
expository reasons, aasvolving a negation operator applied to the BFA-structure we
arrived at above:

27) 0 NEG,
0

Mary didn't see anything,
X QAI-Uy[Q,(y) Usaw(m,y)], thing, {P| Pdthing} [

When weapply the B component to F, we get thposition Ai-Ly[thing,(y) U
saw(m,y)], the set of worlds i in which Mary saw nothing.

| would like to point out an importarfact thatwill be crucial for the following
discussion. In both cases (26) and (27) weiobd a BFA structure that defines a

proposition, B(F), and a set afternativepropositions, {d[F'[FTA O p=B(F)]}. And as

we have aertain logical relationshipetween thdoreground F and itglternatives F' (F
being weaker tharany alternativeF'), wehave acertain logical relationshippetween B(F)



and its alternatives B'). In the case of(26) B(F) is weker thanany alternative
proposition B(F'): The set of worldshere Mary saw something or other is @oper
superset okvery set of worldswhere Mary saw something that is described in more
specific terms. In the case (#7) B(F) is strongerhtan anyalternativeproposition, as the
set of worlds where Mary didn't see anything is a proper subseé ciet of worldsvhere
Mary didn't see something that is described in more specific terms. Hence ey taat
the logical relationshigbetween Fand its alternatives is ,preerved” inthe semantic
compositionsthat lead to (26), but it is ,reversed” in the semawtitnpositionwith
negation that leads t@27). In both cases wenay say thatthe BFA structure is
.projected”.

So much forthe semantic part of th&ory. The questionnow is, why is(26) bad, but
(27) good? | propose that the reason for this is to be foupchgmatics, in particular, in
the felicity conditions for assertions.

2.2. The Pragmatics of Standard Assertion

Let us adopt the following, rather standard theory of assertions (cf. Stalnaker 1972):

a) The participants of a conversation assuimegvery stage of the conversation, a
mutually known common ground Eor our purposes wean represent commarounds
as sets of possible worlds.

b) If one participant asserts proposition p, #mel audienceloes notobject, thecurrent
common ground c is restricted tog. We may assume certdlicity conditions,e.g.that

cnp# c (that is, p expresses something that is not already established), antptiailc

(thatis, pdoesn't express somethirtgat is taken to b@npossible). | will say that p is
.assertable” with respect to the common ground c in this case.

We may stipulate an assertion operdtssert that, when applied to a proposition, takes
an input common ground c to an output common groum ¢

(28) Asser{([B,F,A(c) = cnB(F), iff B(F) is assertatble w.r.t. to ¢ and

a) For all FJA such that o B(F') # cnB(F):

the speaker has reasons not to assert B(F'),

that is, to proposerdB(F') as the new common ground.
b) There are EIA such that B(F’) is assertable w.r.t. ¢, and

cnB(F") # cnB(F).

If (@) or (b)are notmet,the assertion is undefined. But in genetla¢ conditionswill
trigger accomodation of the common ground.

Condition (a) states that thspeaker has reasons for not assertalgrnative
propositions B(F'). There are various possible reasons — the speaker may kno{(#jhat B
Is false or lack sufficienevidencefor it. One typical casehasbeen described as scalar
implicature (cf. Gazdar 1979, Levinson 1984). Example:



(29) Mary earns $2000.
Implicature: Mary doesn't earn more than $2000.

This implicaturearises inthe following way.Let usassume tha$2000 introduces the
set A of all alternative amounts of money, e.g.

A={.., $1998, $1999, $2001, $2002 ...}

Then theassertion of (29ran be analyzed as followssing the previously defined
assertion operator; from here on | will generally suppress condition (28.b) for simplicity.

(30)  Assert(& X{i| earn(m,X)},$2000,A0)(c) = cn{i| earn(m,$2000)}
iff for all F'OA with cn{i|earn(m,F")} # cn{i| earn(m,$2000)}:
Speaker has reasons not to proposg| earn(m,F")}.
In the current example the proposition asserted andltgmaativepropositions stand in
a relation of semantic strength to each othtary earns $200@ntailsMary earns $nfor

n<2000, and is entailed yary earns $mfor 2000€m. In such cases weandistinguish
two types of reasons the speaker has if he or she wants to be both truthful and informative:

i) If [cnB(F)] O [cnB(F"], the reason is thatfdB(F")] would be less informative.

i) If [c nB(F)] O [cnB(F)], thereason is thathe speaker lacks sufficiemvidence for

proposing [ B(F')] as the newcommon ground. If the speaker does nanhdicate
otherwise — e.g. by assertildary earns at éast $2000or Mary earns $2000 and
perhaps more— thereason is morspecifically that thespeaker thinks that fdB(F")] is
false, and the hearer is entitled to draw this inference.

Of course, (i) is (one padf) Grice'smaxim of Quantityand (ii) is Grice'smaxim of
Quality (cf. Gricel975).Notice that Quantityeasonsare related to weakgropositions,
whereas Quality reasons are related to stronger propositions.

The configuration weind with scalar implicatures is an importantbsase of the
general assertion rule. This warrants the introduction of a special op&SeabAssert Its
triggering condition is that theroposition actually @&serted andthe the alternative
assertiongre informationallyorderedwith respect to each other (31.a). Aitsl semantic
impact is that all propositiorthat are semanticallgtrongerthan thepropositionmade are
negated (31.b).

(31) a. Assert([B,F,AD(c) = Scal.Asser{[B,F,A(c),
if for all FOA: [cnB(F)]O[cnB(F)] or [cnB(F)]0[cnB(F")]
b. Scal.Asser{[B,F,A(c) =
{i Oc| iOB(F) O-0OFTA[[c nB(F)]O[cnB(F)] TiOB(F)]}

In a more refined semantic theory tecond conjunct in this seiuld havethe status
of a conversational implicature.



Let us apply thisview of assertion to ouNPI examples. They clearlgatisfy the
condition for scalar implicatures. For the ungrammatical example (26) we get the following
result:

(32) Scal.Asser{[A QAiLY[Q,(y) Usaw(m,y)], thing, {P| Pdthing} 0(c)

= {i Oc| Dy[thing,(y) U'saw(m,y)] U
=0OPOthing[{i Oc|y[P,(y) Osaw(m,y)]} O {i Cc|y[thing,(y) U

saw(m,y)]} DCY[P(y) Dsaw(m,y)]}]I}

Notice that the first conjunct — thMary saw athing — and thesecond conjunct —
that there is no P,[Rhing, such that Mansaw a P — contradict eadther. Whenever

Mary saw some X that isthing, x will fall at leastunder some property P that is defined
more narrowly. Tedhically, everyinput commonground c¢ will bereduced to the empty
set.

For the grammatical example (27) we get the following result:

(33) Scal.Asser{[A QAi-Ly[Q,(y) Usaw(m,y)], thing, {P| PJthing} 0i(c)
= {iOch0y[thing,(y) Osaw(m,y)] O
=0OPOthing[{i Uc=0y[P,(y) U saw(m,y)]} U {i Ocl=Oy[thing,(y) U
saw(m,y)]} U-0y[P,(y) Usaw(m,y)]}]]}

The first conjunct restrictthe commonground c to those worlds i fawhich Mary
didn't see ahing. The second conjunct irivially satisfiedhere, as itholds for no P,

POthing, that the proposition that Mary didn't see a P is strongerthiegsropositionthat

Mary didn't see ahing. The difference betweenur two examples is that in (26) the
proposition B(F) is at least as weak as altgrnativeproposition, whereas i(27) B(F) is
at least as strong as any alternative.

It is important to understanthe type of this explanation, as it can easily be
misunderstood. A sentence likg6) is not simply badecause it woulexpress a very
general meaninyThere are sentences that do twithout beingungrammatical, namely
tautolgies likeWar is war Rather,(26) is badbecause iexpresses aentence irwhich
what is said systematically contradicts what is implicated. The asserdioa by(26) says
that Mary saw something, but the implicatures deny that Mary saw anything in particular.

The explanation why26) is badmay become clearer when wentrast itwith the
following sentence, which is good although it expresses the same proposition as (26):

(34) Mary saw somethin@.iy[thing,(y) O saw(m,y)]

In contrast taanythingin (26), somethingin (36) does notntroduce anyalternatives
and hencaloes notnduce anyalternative-related implicature§his seems at oddsith a
common analysishat says thatsomethingis a positive polarityitem, and assumehat
positive polarity items work likeNPI's exept that their scale is reversddowever, |
contend thalNPs based orsomeare not polarity items at all. The observation about the

scope differences in cases lidary didn't see anyong[]) andMary didn't see someone



(& ) that have been adduced for the PPI status of someone rather should be explained as a
paradigmatic effect induced by Grice's principle of ambigamgidance: Ircase a speaker
wants to express thé] readingthe unambiguous form containirgnyoneis preferred. It

might very well be that this paradigmatic effect is satrong that it is virtually
grammaticalized.

3.  The Semantics and Pragmatics of Strong NPIs

In the preceding section weave derived thebasic facts about the distribution of the
weak NPI anything. In this section | will address the distribution of strong NPIghfoh
| take stressednythingor anything at allas an example.

3.1. The Semantics of Strong NPlIs

There is an important difference between the weak and the strong use of anything:
(35) Mary didn't get anything for her birthday.
(36) Mary didn't get ANYthing (at ALL) for her birthday.

(35) just says that Mary goiothing; (36) stresseshe fact thatMary didn't even get
some minor preserfor her birthday. This seems to befarly consistent property of
stresse@nythingand other expressions basedaoy Kadmon &Landman (1993), who
generally investigatstressedany, give a wide variety of exampleand argue that they
involve widening of the extension of the noun meaning to include borderline cases.

To capturecases like (36) wdiave toassume a slightly differerihterpretation of
anythingthat highlights the special role of borderline cases, and a special tggsenfion
that carries the implicaturexpressed byhe wordevenin the paraphrase. | propose the
following BFA structure for the meaning of strong anything:

(37) ANYthing (B, thing, {P| Fdthing 0 -min(P)}O

Here, ,min“ is a second-ordgredicate that identifiegroperties that are ajghble to
»-minor” entities of acertaindimension (which ideft unexpressed herdfor example, in
(36) the relevant dimension is the class of birthday presents; a Parsglierank high in
that dimension, whereas piece of chewing gum would rank low and probably be considered
minor. The use of a predicate ,min“ is preliminary; | will give a more satisfying account in
section (5.2).

One important requirement for the BFA-structure in (37) is thaalteenatives ar@on-
exhaustive in the following sense:

(38) Non-exhaustivity requiremeni{P| POthing [0-=-min(P)} O thing

This is becauséhing can be applied to minor objectswdich no predicate P can be
applied. | propose that non-exhaustivity is th&tinguishingsemantigproperty for strong
NPIs.



3.2. The Pragmatics of Emphatic Assertion

Let us come now to thigpe of assertion wiound in (36). Iclaim that it is the same
type of assertiothat wefind in examplesike the followingones thatexhibit emphatic
focus:

(39) a. Mary knows every place on earth. She has (even) been to BORneo!

b. People expected that John would win the election, followed by Bill, with Mary
as a distant third. But then the election was won by MARY (out of all
persons)!

¢. John would distrust Albert SCHWEITzer!

(39.c) is an instance ofvhat Fauconnier (1975) hagalled ,quantificational
superlatives®. Assuming that Albert Schweitzer is a particularly trustworthy p€Bsn)
expresses that John would distrust everyone.

The function ofemphaticfocus is toindicate that theproposition that isactually
asserted igprima facie a particularly unlikely oneavith respect to the alternatives. This
meaning component can be made explicit with particle®ilikeor idiomaticconstructions
like out of all personsLet usssume ltat emphatigprosodyindicates a particular type of
assertion, emphatissertion. Ican be characerized to a certain degree as follwste
p<g expresseshat presupposition is lesdikely than presupposition qggiven the
information in the common ground c.

(40) Emph.Asser{([B,F,A(c) = cnB(F), iff
a) For all FJA: cnB(F) <. cnB(F')
b) cnB(F) <. n{c nB(F')| FUA}

Felicity condition (a) says that tlessertioractuallymade, o B(F), islesslikely in the

current common ground c than any alternative assemi&¢F). In example (39.c), it must

be considered lediely that Johnwould distrust Albert Schweitzer than that he would
distrust any other person. Condition (b) sdys theassertionactually made isesslikely

in ¢ than the conjunction of all the alternative assertions. In example, the canooo c
must supporthe possibility that Johmwould distrustall other persons bustill does not
distrust Albert Schweitzer.Only thenthe propositionthat John would distrust Albert
Schweitzer is a truly exceptional and unlikely one.

Note that the twoconditions (43.a) and (lre logically independent of eaokher. In
particular,(a) does noentail (b), as the commaground ccould contain the information
that although Albert Schweitzer is theost trustworthy person, if someodistrustsevery
other person, then hdistrustsAlbert Schweitzer asvell, and hence the left-hargide and
the right-hand side of (b) would be equally likely. And (b) does not entail (a), as it might be
that it is lessprobablethat John distrustlbert Schweitzer than thatohn distrusts all
other personstogether,but still there is ongerson(say, Mother Teresapuch that the
propositions hiat John distrust\bert Schweitzeiand theproposition that John distrusts
Mother Teresa are equally unlikely.



Now, a probability relation like gs related to semantic strendthn the followingway:
If p and g are comparable in their semastiength (i.e. wéave dher @lq or dJp), and

furthermore p <q, then also@qg. That s, if p is less likely than q in c, then ¢ alldesg-

worlds that are not p-worlds, but nate versa. Henc€43) amounts tahe following
condition for BFA-structureswhere theproposition expressed and itdternatives are
related by semantic strength:

(41 If for all FOA: cnB(F") O cnB(F) or o B(F) O cnB(F"), then:
Emph.Asser{((B,F,AJ(c) = cnB(F), provided that:
a) for all FOA: cnB(F) O cnB(F)
b) cnB(F) O n{c nB(F")| FOA}

The felicity condition(a) says thathe propositionactually asserted, B(F), must be
stronger tharevery alternativeproposition @ B(F'). And condition (b) says thatthat
proposition must be stronger than the conjunction of all the alternative propositions.

If the alternatives are generated bRl the proposition expressed and #dhlernatives
are indeed related by semantic strengtig hencemphaticassertion amounts to (41). It
turns out that a sentence like (42.a) is indeed a good emphatic assertion, whereas a sentence
like (42.b) is a bad emphatic assertion.

(42) a. Mary didn't get ANYthing.
b. *Mary got ANYthing.
Sentence (45.a) will yield the following BFA-structure:

(43) a. AQAI-Ly[Q,(y) Uget(m,y)], thing, {P| Pdthing O-min(P)}J

Applying Scal.Assertwill give us a good result for common grounds thé following
conditions are satisfied:

(a) Forall POthing, -~min(P): {iCIc| =Oy[thing,(y) T get(m,y)]} O {i Oc| ~0Oy[P,(y)
Oget(m,y)]}, that is, the proposition that Mary didn't gethang is not only as strong as,
but stronger than any proposition that Mary didn't get some non-minaitfing.

(b) {iCc| ~Oy[thing,(y) O get(m,y)l} O O{{i Oc| -0y[P(y) Uget(m,y)l}| PUthing
O -min(P)}, that is, theproposition that Marydidn't get athing is stronger than the

conjunction of the propositions that Mary didn't get some non-minor[Rhifg. This is

because the proposition that Mary didn't géhiag excludes that Margvengot a minor
thing, whereas the conjunction of the alternative propositions does not exclude that.

Conditions (a) and (b) are satisfied fmmmongrounds c that contaithe information
that it is prima facie less likely that Mary didn't get something including ntimiogs than
that Mary didn't get something excluding minor things. In other words st support the



expectation that Mary got at least something minor, if not more. This is indeed the case for
all common grounds in which a sentence like (45.a) is felicitous.

Sentence (45.b), on the othaaind, will obviously lead t@onditions that cannot be
satisfiedwhen emphaticallyasserted. Inparticular, condition (a) would amount to the

requirement thafor all POthing, —min(P): {ilc| Oy[thing,(y) T get(m,y)]} O {ilc|
Ly[P.(y) U get(m,y)]}, that is, theproposition hat Mary got athing is stronger than the
proposition that Mary got a P, whergltRing. This is a clear contradiction.

4.  The Distribution of Weak and Strong NPIs

One important question at this point whether the semanticand pragmatics of
assertions with weaknd strongNPIs developed aboveaptures the facts abotlteir
respectivedistribution. Inparticular, itshouldfollow from the theory asleveloped so far
that weak NPIs do not occur @mphaticassertions, and thatrong NPIs daot occur in
regular (scalar) assertions.

The first is a consequence of two facts: On thelarel, weakNPls are exhaustivéct.
24), that is, the union of their alternatives is equivalent to their meaning. On théatter
emphatic assertionsust be based on a meanirgttis notonly stronger than any
alternative in particular, but also stronger than all the alternatives togefthét.b).Hence
weak NPIs are ruled out for emphatic assertions; in a sense, the meanwgadfNPI is
not ,extreme* enough for a fatitous emphaticassertion. As stron@Pls are non-
exhaustive (cf. 38), they are fine with emphatic NPIs.

The secondonsequence, thatrong NPIs do nobccur in regular assertions, can be
motivated by assuming that the additional semantic condiiostrong NPIspamely, that
their meaning is trulystronger tharthe union of their alternatives, isnot exploited by
regular assertions, and hence itmnotivated tdoring this condition into play ithe first
place. But it is unclear how to enfortgs conditionfor non-exhaustive NPIs short of
stipulating a general requiremdot semanticcompositions that thegreserve the unique
role of theforeground.The ultimate motivation may be Grice's maxim of relevance: If a
speaker introduceBlPIs with an ,extreme" meaning, then thepeaker shouldnake
appropriate use of this feature.

How doesthe presentcharacterization of weaknd strongNPIs and regular and
emphatic assertion fit to Zwarts' observation, that sthdRés are restricted tanti-additive
contexts such aso girl, whereas weak NPIs can also occur in decreasing costtisas
fewer than three girl8 In a previous attempt (Krifka995) I tried to argue that Zwarts'
notion of anti-additivityshould bereplaced by the notion of strict decreasdere a

function f is strictly decreasing iff if holds that wheneveéi¥ then f(Y)Jf(X). However, |

do not think that Zwarts' observation candeived inthis way (Jack Hoeksemagers.
communication).

| suspect thathe following is behind Zwarts' observatidémphatic assertions tend to
be emphatic ,across the board®. That is, whenever drerexpressions thare related to
alternatives in an emphatic assertion, the meaning of the expressions has to bevattreme



respect to the alternatives. An example of a good ,across the board” enagkatiton is
the following:

(44) Bill is such a shrewd salesman; he would sell REFRIGERATORS to
ESKIMOS.

Here,refrigeratorsintroducesalternativesale items, an&skimosintroduces alternative
customers; (46) is a goainphaticassertion because in (steretical contexts, to be
able to sell refrigerators to Eskimos is considered to bdilkeds than,for example, to be
able to sell walkmans to teenagers.

Now, it is plausible to assume thalownward-entailing quantifiersccome with
alternatives,just like number words or upward-entailing quantifieor example, the
alternatives to the meaningfefver than threare the meanings &wer than fourfive etc.
andfewer than twandno. The alternatives to the meaningmaf are the meaning déwer
than twq of fewer than thregetc. Clearlynois the extreme value with respect to this set of
alternativesfewer than threes just an intermediaryalue.Hence weshould assumé¢hat
no can occur easily in emphatic assmrs with anotherstrong NPI,whereasfewer than
threeshould be resistant.

There is somevidencefor this explanation of Zwarts' observatioRor example, in
cases like the following, theo-phrase is preferablgeadwith strong, emphatistress, just
as the NPI itself:

(45) NO friend of mine lifted a FINGER / did ANYthing at ALL.

Furthermore, there are certain quantifiers that, while technically not anti-additive, seem to
allow for strong NPIs. Exaples arehardly anyoneor practically noone which have a
meaning very similar téew, but seem to allow for strong NPIs:

(46) a. Hardly ANYONE lifted a FINGER to help me.
b. Practically NOONE lifted a FINGER to help me.

The reasorwhy suchexamples argood may be thatanyoneand nooneare extreme
with respect to theialternatives, evethoughtheir extremity is somewhat toned down by
the modifiershardly or practically.

Furthermoregiven that Zwartsbbservations seem to be tendencies rather than strictly
grammatical facts, wegphapseven do not want toule out combinations likéewer that
three girls did anything at athy fundamental principles.

5. Types of Polarity ltems

In the previoussections wehavediscussedhe general outline of theproposedtheory
with one particulaexample anything In this section | am going tiscussvarious types
of polarity items: expressions of a general nature, operators that widen the applicability of a
predicate, referentialljpon-specific expressions, and expressions deabte particularly
small or large entities.

5.1. Expressions of General Nature



The NPl anythingis an example of a NPl whose denotation, pghaperty thing, is
more general than any one of @kernativesOther examplesre noun phrasesormed
with the prefix or determiner any, suchaagybodyor any girl:

47) a. anybody [B, person, {P| Pdperson} 20
b. any girl: B, girl, {P| Pdgirl }

For example,any girl denotesthe property girl, and has aslternatives aset of
properties that are semantically stronger tjidn As withanything |1 assumeexhaustivity,

that is,[1{P| PCgirl} = girl. There arealso non-exhaustiveariants, likeANYbody (at

ALL) andANY girl (atALL) for which the alternativ@roperties P are restricted ton-
minor ones.

In addition toNPs based onany, we find afew idiomatic NPIs thatalso express
concepts of a general nature, like sound or thing:

(48) a. John didn't hear a SOUND. (Alternatives: {Ps&und1-min(P)})
b. John didn't eat a THING. (Alternatives: {R[&dible.thing O -min(P)})

The meaning ofoundincludes any acousticalvent,and the meaning dhing includes
every context-relevant object, more narrowly specified by the sortal restrictions imposed by
the verbalpredicate. This general meaningthe source fortheir idiomatization adNPIs,
which essentiallyconsisted in getting conventionally associatéith alternatives. Iseems
that theseNPlIs are obligatorily focussed, tha, in emphaticassertions, and hence are
strong, or non-exhaustivblPIs. The expressiorss soundand a thing in their idiomatic
uses have the same meaninguag sound at alhndanything at all

5.2. Expressions that Relax Criteria of Applicability

Another type of NPIs are expressions likech of aat all or in the leastin examples
like the following:

(49) a. Mary isn't much of a clarinetist.
b. *Mary is much of a clarinetist.
(50) a. John isn't tired at all.
b. *John is tired at all.

Theseexpressionsnduce a mosliberal interpretation of thexpressions in its scope.
This may be with respect to how stri@guepredicates are interpreted, as in (54)yith
respect to theeasons oevidencefor the application of a predicate, as in the following
example:

(51) a. Mary isn't pregnant at all.
b. *Mary is pregnant at all.



| would like to propose that a phrase ltked at all has the structure of a NRWjth the
meaning oftired interpreted in thenostliberal way orrequiring the leastvidenceand a
set of alternatives thatonsists ofthe meaning oftired interpreted in stricter ways or
requiring greater evidence.

Oneway of implementinghis idea is to interpretonstantswith respect to different
.precision standards*, sorteng that hasbeenproposed foidegreeadjectives by Lewis
(1970), or,standards of evidence*. Iparticular, we mayassume that indicesontain a
component that specifies more or less strict ways of interpreting a predicate or ries® or
strict evidencefor applying a predicate to a particular individual, and that indices are
ordered according to the strictness of interpretation andvidlentialsupport theyrequire

(cf. Landman1991).Let <, such arorder, wheredj means that standard i is at least as
strict as standard j. The relatigpis defined as follows:
(52) i< iff

a) i and j differ at most in their precision standard,

b) for all constantst, o;[d |

Clause (b)allows for the extension otonstants to increaseith decreasing precision
standards. Foexample, ifJohn isnot tired at i, he may count as tired at tlss strict
standard j. The expressiahall as a property modifier then has the following meaning:

(53) at.all (as a predicate modifier):
APRQ.Q,AiAx[i<j OPRX)], {AiAx[i=j OPR(X)]|Ck[j<k ORORJ} O
abbreviatedAP. X Q.Q,at.all, at.all*O

We get the meaning tifed at all by applying (53) to the propertiyed:

(54) AQ.Q,at.all(tired), {X(tired)| XOat.all*} O
= AQ.Q,AiAx[i< Otired;(x)],
{AiAx[i=j Otired(x)]| Ck[j<k Otired,Otired ]} O
abbreviatedX Q.Q, tired.at.all, tired.at.all*
The foreground oftired at all is theproperty hatholds ofall the individuals that are
tired under some (possibly weaker) precision standard jaliématives are the meanings

of tired under some precision standandttis not the minimabne fortired. Under this
construction, thdéoreground is weakdhanevery alternative. Iother wordsfor every P,

POtired.at.all”®, it holds that Pitired.at.all. Our two examples (50.a,b) then are
interpreted in the following way:

(50") a. BQAI[-~Q,(JOHN)], tired.at.all, tired.at.all*0]
b. AQAI[Q,(JOHN)], tired.at.all, tired.at.all*[]
Phrases modified bat all clearly are strong NPIs, as they requerephaticstress. This

is captured by our reconstruction by the fact that they are non-exhatstinexample, the
foreground oftired at all is the property of being tired tsome, including aminimal,



degree, whereas the alternatives @mperties of being tired to some non-minimal degree.
Clearly, there are entities that are tired to a miniegiree but not tired to a non-minimal

degree, and hence we hdvtred.at.all” O tired.at.all .*°

It is obvious from several examples that we have discussed so famytzatdat all can
be combined, as iMary didn't get any present at allielding astrong NPI. It is possible
to analyzeexpressiondike any present at alkompositionally:any presents represented

by B, present {P| Fpresent [] andat all induces a widening dahe precision standard

for present Hence we get the following representatiomhich also illustrated the
interpretation oft all when it is applied to a BFA structure:

(55) any present(B, present, {P| Pdpresent []
at all: \[B,F,A[IAQ.B(Q),at.all(F), {X(Y)| X Tat.all* O YOA} O
any present at allB, AiAxLj[i<§ U present(x)],
{AiAx[i=] OPRX)]| Ck,P[POthing Oj<k OROR]} O

The foregroundpart is theproperty of being a present at someaker preision
standard j. Thalternatives ar@roperties P' that arsubproperties othing and that are
interpreted at some non-minimal precision standard. §tfosild substitutéhe preliminary
representation that was using a special predicate ,min*.

5.3. Referentially Non-Specific Expressions

Let us turn to another type of NPIs, which can be illustrated by ever:

(56) a. Itis nothe case that Mary has ever been to China.
b. *Mary has ever been to China.

Heim (1987) hasanalyzedever as meaning ‘atleast once’, and as introducing
alternatives likéat least n times’for n>1. Butwhatseems to beelevantfor an example
like (56) is notthe number ofevents (which would be focused on blyesseda single
time), but that the speaker does not refer to any specific tinegemt. Hence dssumehat
the meaning oéversuppresses reference to specific times.

Supporting evidence for this assumption comes from data liklltbeing, in which a
temporal adverbial specifies a reference time.

(57) When | left home yesterday, | didn't (*ever) close the windows.

If the function of a specifisvhenclause is to introduce a referernimme that is to be
taken up bythe main clause, thgid7) is badbecausesver prevents the main clause from
doing its expected job.

A full reconstruction of the semantics e¥errequires a frameworwhich incorporates
guantificationover eventand reference ties,such asPartee(1984). Here | justvant to
illustrate the principal ingredientsith the means ahand, reference to indices, which may
include times as one component. The analysis tten be recast irone's favourite
framework of quantification over events or situations.



Assume that sentences have a reference time parameter t that normally is fixed either by
temporal adverbials or by anaphoric reference to some salient reféneac&ssumethat
this referenceime parameter ipart of the index iwhich is conceived of as jgair of a

world and atime interval lW,tl] The relation ATshould holdbetween a timenterval, a
proposition, and an index such that AT(t',p,i) is true iff t' is the time of an event that satisfies
the proposition p at i. Foexample,at(t', |.left.home.yesterday [w,t0) holds iff t' is an

interval of me leaving home yesterday, interpreted with respect to the world w dimdethe
t. Then thavhenclause in (57) can be represented as in (58), andhbke sentencés7)
as in (59):

(59) . ApAQW,tp (0w, 1t at(t',].left. home.yesterdaylw, tD)] D]
(60) AW, t[[=1.close.the.windoww, t'[at(t',|.left. home.yesterday
[, 0] O

(60) is a proposition that maps,tlto truth if it is not the case that | closed the window

at t', the time at which | left home in w at the day preceding t. Now, the functieveois
to existentiallybind the timeparameter. The alternatives of a sentence conta@viegare
propositions for which the time parameter is set to some value or other. Hehegenbe
following interpretation, whereveris treated as a proposition modifier for simplicity.

(60) AX.X, ApAQ, tIT [p(Div, 1D, { ApALD, tp (M, t'D)| tOT}O
where T is the set of contextually relevant times.
According to this representatidhe bad version of57) is outbecause thadverbial

clause fails to specify time for the main clause. That, when theforeground of (60) is
applied to theproposition expressed Hdydidn't closethe window we get aproposition

AQW,tt' = 1.close.window(lw,t' )] whose relevant temporal parameter t' cannot be fixed by
operators like the adverbial clause in (58).

Let us see what our semantic and pragmatic rules tell us about senterabang ever
Our two examples in (60) get the following representation:

(61) a. AO[O(Ai[—~Mary.go.to.China(i)])],
APADW, tITE [p(Qiv, 1D, {ApAQW, tp(Mwv, t'D]| tOT}O

b. AO[O(Ai[Mary.go.to.China(i)])],
APADW, tITE [p(Qiv, 1D, {ApAQW, tp(Mwv, t'D]| tOT}O

In (61.a), theasserted proposition/W,t=0t'[Mary.go.to.China(tw,t')], is at least as

strong as anyalternative assertionA\l,tJi= Mary.go.to.China(lw,t'], for every tT.

Informally, theassertion that Margidn't got to China at sontene or other impliesthat
Mary didn't go to China at some specifime t'. This is the configurationfor good
assertions. In (61.bthe aserted proposition is aleast asweak asany alternative
assertions, which explains why it is bad.



NPIs based orreferentially non-specifiexpressionsare exhaustiveinderthe natural
assumption that the set of alternative reference times T coathathetimes the existential

quantifier in the foreground can range over. We then havg{[1'[p(0w,tD)} = O{{ Dv,t
[p(0w,t'DJ} t' T} Hence such NPIs are predicted to be weak, which is indeed the case.

5.4. Expressions that Refer to Minimal or Maximal Entities

Another type of NPIs are predicates that refer to very small entities of a certain sort.

(62) a. John didn't drink a drop (of alcohol) for two days.
b. Mary didn't utter {a word / a syllable}.
c. John doesn't have a red cent.

Takea dropas an example. In itSPI use it aplies to minimal liquid quantities’, and
its alternativepredicates apply to bigger liquid quantities. We nakethis more precise

as follows. Assume that expresseshe proper partelation; Xy says that x is a proper
part of y at index i.

(63) a drop XQ.Q,drop, drop”[Jwhere
drop = Ai.{x| liquid ,(x) O-0y[yUx]}, and
drop” is a set that satisfies the following requirements:
a) OiOx[liquid (x) —» CP[POdrop”® O P(x)]]
b) DiOPOx[POdrop” T P(x) — liquid (x)]
c) OiOPOP'[POdrop” O POdrop” O P£P' - =0OX[P,(x) O P;(X)]]

In prosedrop is a propertythatrefers toall minimal quantities of liquid, thais, to all
quantities of liquid x that do not contapmoper parts. The set @lternativesdrop?”, is
such that (a) for each index i, if x is a quantityigfiid, then there isome property Rhat
applies to x, (b) for each index i and property P, P applies only to quantitigaidf and
(c) theproperties P are disjoin€onditions (a)-(clare necessary conditions thatay be
further refined, for example by requiring that eattiernativeproperty applies to quantities
of liquid of a certain size. | araware thatconditions (a) to (c) do not define a unique
drop”, but | will not be more specific here as any set of properties that satisfiesvihem
do for our purposes.

Other NPIs of this type can be analyzed in a similar fashion. For exanvpted or an
iota denotes minimal utterancesred centdenotes minimal amounts of monéfg,a finger
denotesminimal amounts oflabor, and bat an eyeapplies to the least reactions to
threatening events. It is obvious that thegpressionfave to be nderstood irtheir non-
literal meaning: They are idiomatexpressionshiat denote minimal elements of certain
ontological sorts.

Now, observe that NPIs likedropand their ilk are not directlipgased orinformativity
under the reconstruction given above. However, they leatletmative assertiortsased on
informativity under a certain plausible assumption (cf. also Fauconnier 1980). It is perhaps
best to discuss this using an example:



(64) a. *Mary drank a drop.
R Q{i| By[Q(y) Odrank,(m,y)I}, drop, drop”D

b. Mary didn't drink a drop.
A Q{il~Dy[Q,(y) Ddrank;(m,y)]}, drop, drop*C]

We want to derive that (66.a) is bad as an assertion, wh@@as is good. Wean do
so under the plausible assumpttbat if someone drinksomething, halrinks every part
of it. Let us call this principle, in general, ,involvement of parts*:

(65) OiOxOyOz[drink ;(x,y) O zOy — drink(x,z)]

A corollary to (67) is: If someone drinks songuantity of liquid, healso drinks
minimal quantities, as every quantity of liquid will contain minimal quantities.

(66) OiOxOy[drink ,(x,y) Oliquid ,(y) - [z[drop,(z) Odrink ,(x,2)]]

A second principle is that the predica®p applies to liquid quantities of adealized
small size. We can captutbis by requiring of natural commogrounds c that the
proposition that someone drank just a minimal quantity of liquid at not more shioualgs
be less probable than that he or she drank a more substantial quantitiy ofl_ktjuigl.call
this the ,principle of extremity*:

(67) For all natural common grounds c and all x, y:
{i| drink ,(x,y) Odrop,(y) - —Uz[yO,z Odrink (x,2)]} <,
{i] drink,(x,y) Odrop,(y) - [z[yO,z Odrink (x,2)]}

Let us come back to examples (64.a,b) in the light of these prindfplssnote that the
NPIs inquestionare allstrong; they beaneavy stres@and can easily be combinedth
even Hence we should assume emphatic assertion. In (64.grdpesition assertegith

respect to the input commamound c, {{Jc|Cy[drop,(y) Udrank,(m,y)]}, is at most as

strong as any alternative assertiondiy[P,(y) O drank,(m,y)]}, POdrop”, according to

involvement of parts (65), and in fact weaker if ¢ is a natural congrmumdaccording to
extremity (67). This directly contradicts condition (41.a) for emphatic assertions. In (66.b),

the proposition assertedith respect to c, {Uic| -~Uy[drop,(y) U drank,(m,y)]}, is truly

strongerthan anyalternativeassertion {ilc|=Oy[P,(y) O drank,(m,y)]}, POdrop” for
every natural common ground c¢ due to extremity, which abides by condition (41.a).

The principle of extremityhas aninteresting consequence. Without itsihould be
possible to use aentence likeMary drank a dropto express that Mary drank only
minimal amount. This may even pessible in iraic or hyperbolicuses. The prinple of
extremity, however, exades that, as it would hold the output commoground that the
probability thatMary just drank a drop is Wheres the the probability thiary drank
more than a drop is O.

OtherNPIs ofthis type, likelift a finger or a red cent can be explained in a similar
way. Ingerestingly, there arefew NPIs thatarebased on predicates that deng@rge*
entities:



(68) a. Wild horses couldn't drag me in there.
b. We will not know the truth {in weeks / in a million years}.

The basic reasoning is quite similar to the former daseexample,in weeksandin a
million yearsrefers to a time that imaximally distant in théuture with respect to @jiven
context. We assumegeneral rule that, if person knows something atiae t, then he
knows it at anytime t' laterthan t. Then thelaim that we don’know it at atime that is
maximally distant in thdéuture is stronger thathe claim that we donknow it at some
other time. In addition, the extremity princigays inthe case dhand that it is leskkely
that we will know the truth only at the most distant futiimee, than that wé&now the truth
already at some earlier time. This is the setting that results in good emphatic assertions.

It should beimmediatelyobvious thatNPIs based orsmall or large entities are not
exhaustive. Take the caaedrop if drop applies just to miimal liquid quantitiesand all

the altnernatives idrop” apply to bigger liquicquantities, then whave notonly drop #

Odrop”, but everdrop n Odrop” = 0. And when we take larger expressions that contain
a drop like drink a drop then wefind, due to involement ofparts andextremity, that for
every natural context c,AiJcAxCy[drop, O drink,(x,y)] O O{AiOcAaxCy[P, O

drink ,(x,y)]l POdrop”}, as those worlds inwvhich someone just drank a drop are
considered most unlikely.

It should be noted thatl the polarity itemsdiscussed in thisection alsdave a literal
meaning in which they do naetct as golarity item. A sentence likele drank(or did not
drink) a drop of atohol could mean:He drank(or: did not drink a quantity of alcohol
falling in a spheroical masgone dictionary's definition adrop). The polarityusecan be
seen as a case gfammatization, the semantibange from a rather specific meaning to a
much wider meaning that is related to semantic sorts.

5.5. Positive Polarity Items

The theorydeveloped above can beptipd to positive polarity itemgPPIs), as in
thefollowing case:

(69) a. John has TONS of money.

b. *John doesn't have tons of money.
[0.k. as a denial of (a) or with contrastive focusanrg

The expressiomons offorms PPIls. Foexample,tons of moneypplies to maximal
amounts ofmoney, i.eamounts of money thatre higher thaisomevery high threshold
value,and itsalternatives ar@roperties hat apply to smalleamounts of money. We can
assume involvement of parts: If John owndotin also ownthe parts of x. Furthermore,
we can assume extremity: For every natural context c it holds: that soheoiess than a
maximal amount oimoney islesslikely than thatsomeone has aaximal amount of
money. Then the proposition that John owns a maximal amount of mosegrigerthan
any proposition Hat John owns somether amount. According to the by ndamiliar
schemethis makes (69.a) good assertion. Othe otherhand, theproposition thatJlohn



doesn't own a maximal amount of money is weaker thaprthosition that John doesn't
own some other amount, and hence (69.b) is a bad assertion.

There arealso non-idiomaticPPIs. Let us discussthe PPI rather, or pretty, as a
predicate modifier:

(70) a. John is rather/pretty tired.
b. *John isn't rather/pretty tired.

Ratherin this usé® can be seen as the counterpart of the &Pall, as it introduces
alternatives that are interpreted more liberally. &urtrary toat all, which may quantify
over degrees otvidencerather seems to quantify onlgver interpretationstandards for
vague predicates (cfrather pregnant | proposethe following meaning andlternatives
for rather tired

(71) a. rather.tired : AiAx[tired,(x)]
b. rather.tired *: {NIAX[i< Otired,(x)]| jO1}

The meaning ofather tiredis the meaning dfired, at somegiven precision standard
that comeswith the index i, and thealternatives arenterpretations oftired at weaker
precision standards. Given this analysis, we can derive the distributatheftiredin the

usualway. In particular we alwayisaverather.tired O F, for all F', FOrather.tired *.

We also have rather.tired = Orather.tired”, which means thatrather tired is a
exhaustive, and hence a weak PPI.

The reader might wonder why | do not include a treatmeRx like somethingthat
often are considerepositive polarity items. As | explainedith example(34) above, |
think thatsomethings not a polarity item and does not introduce any alternatives.

5.6. Presuppositional Polarity Items

As a last class of polarity itentet mementionthose that introducthe requiredogical
conditions through apecial presupposition.Take, for example, thePPI already For
simplicity, let us concentrate on the temporal, non-focussing use illustrated in the following
example:

(72) a. Mary is already here.
b. *Mary isn't already here.

The advertalready expresses thahe sentence in itscope is true ahe time t of its
index, and introduces alternative times t' later thsunch bat the sentence is true at t'. For
example,(72.a) assertghe proposition (i) in contrast tdhe alternatives (ii), wheré<t
means that t' ifater than t. Furthermorajready comeswith the presupposition(iii) that
the sentence changes its truth value from false to true and staystiinethe contextually
relevant time?



(73) a. (Alw,tCMary.is.here(lv,t0)
(i) { AL, tIMary.is.here(lw,t'D)]| t<t'}
(iii) PresuppositionADw (L' T[[t" [ —» —Mary.is.here(lw,t"0)]
O[t'<t" —» Mary.is.here(lw,t"0]]
Under the presupposition (iii) the proposition (i) is indeed stronger thaaltenyative:

WheneveMary.is.here(lw,tl) is true, hen Mary.is.here(lw,t'D) will be truefor times t'
after t, but not vice versa.

The PPIstill is similar toalready exceptfor the temporal orientation of iternatives
and its presuppositiorAnd the NPI yet resemblesalready except for the temporal
orientation of its alternatives.

6. The Locus of Exploitation of Polarity ltems

6.1. ,Doubly-licensed” Polarity Items

Under the semantico-pragmatic account of polarity items we would expect that polarity
itemsunder more than one licensing operator show a flipHfiepavior.This is indeed
attested in certairtases. Bakef1970) pointed it outfor PPIs with examples of the
following kind:*®

(74) a. | would rather be in Montpellier.
b. ??1 wouldn't rather be in Montpellier.
c. There isn't anyone in the camp who wouldn't rather be in Montpellier.

Sentencd75.b) isacceptablenly if the concept ofwould rather be in Montpellier”
hasbeen mentioned beforgpically, eitherl or wouldn'tare stressed irthese cases. —
Schmerling (1971) showed that we find a similar ,flip-flop* behavior with NPIs:

(75) a. *There was someone who did a thing to help.
b. There was no one who did a thing to help.
c. *There was no one who didn't do a thing to help.

These grammaticality judgements can be immediately explafimedthe semantics of
licensers, here negation, as two negations cancel each-gilper ().

However, there areaseswvhere arNPI occurs inthe scope of two licensing operators,
which seems to be a true paradimx any semantic theory of polarity items. Hoeksema
(1986) discusses cases of NPIs in the protasis of conditionals like (77), and (694y
presents cases of NPIs in the scope of downward-entailing adverbial quantifiers (cf. 78):

(76) a. If he knows anything about logic, he will know Modus Ponens.
b. If he doesn't know anything about logic, he will (still) know Modus Ponens.



(77) a. She very rarely eats anything at all for lunch.
b. She very rarely doesn't eat anything at all for lunch.

Ladusaw(1979)was aware othese facts: The implementation bk theory requires
that an NPI be licensed by one downward-entailing operator; lmecsed, it Wi stay
licensed. Dowty(1994) suggests distinction between semantic licensinigased on
downward-entailingness, and syntactic licenshreg suppresseshe flip-flop behavior of
semantic licensing.

The solutions that have been presented for doubly-licensed NPIs are problematic for the
semantico-pragmatic account of polarity items as they work with various principles that are
extraneous tathe idea that polarity items aresed to expresselatively ,strong”
propositions. In this section |illvargue that we cartreat these phenomenaithin a
semantic theory if wallow for a more flexibleway of how thesemantic contribution of
polarity items is exploited.

6.2. Flexible Exploitation of Polarity Items

I would like to propose that the semantic contribution of a polarity item can be exploited
at variouslevels of acomplex semantic expression, qast atthe uppermostevel of the
sentence. Independent evidence for this comes from cases like the following one:

(78) Thestudent who had not read anything gave improvised answers.

Following the theorydeveloped so far;79) would be analyzed as follows: The NPI
anything introducesalternatives in theusual way. Thesealternatives are projected in
semantic compositions, and the negation in riflative clause reverses the specificity
ordering. The assertion operator then makes use of the resulting alternatives:

(79) Assert([A QAi.gave.improvised.answeré x[student(x) O
~Uy[read(x,y) D Q(Y)ID, thing, {P| Flthing} [

The problem is that the definite NP interrupts the semantic specificity retetimeen
the foregroundthing and itsalternativesand the resultingorropositions. Forexample, if
John is the student who had not read anything, then repldwmgy by somealternative P,

POthing will either give usthe same proposition, or it will result in @esupposition

failure (if there is another studewho did read something but né). Hence (79'cannot
be an adequate representation of (79).

Obviously the NPI in(79) is licensed locally inits clause. Assuming that the
alternatives introduced by polarity items are always exploited by illocutionary operators we
have to assume that such operators can occur in embedded sentences:

(80) Asser{The studentAssertwho had not read anything] gave improvised
answers]

It is the downstairgssert operator that makes use tbe alternativeintroduced by the
NPI. In doing sahis operator vl neutralize thesalternativesmaking themunavailable
for the upstairg\ssert operator.



In order toimplementthis idea wemust develop a framework in which illocutionary
operatorsare part of the semantiecursion. Thiscan bedone when weassumethat
semantic representations, in general, are dynamicistifahctions from input information
states to output statdsor ease of exposition Will not give recursive dynamiaules for
subclausal expressions; see Krifka (1993)how this can bedone for BFA structures.

We may define the dynamic version of a proposition p from its static version p' as follows:

p =Ac[cnp].

The rules for assertionilvget a slightly different format. First, simpkessertion is
functional application, grhapswith the additional requirement of assertability, i.e. that the
asserted sentence is compatible with and not already entailed by the input state:

(81) Assert(p) =Acic'[c'=p(c) d c%c' O czl)]

As before Iwill suppresghe part in pantheses. How should wiefine assertion for
BFA structures? Following our earlier analysis (29), we may suggest the following:

(82) Assert([B,F,AD =
Acic'[c'=B(F)(c) O OFTA[B(F)(c) £ B(F')(c) -
Speaker has reasons not to propose c'=B(F')(c)]]

In case the alternative propositions are related(E) By informativity we mayassume
a special operatd@cal.Assert as in (31). Inthe present framewortkis operatorcan be
rendered as in (83)fhe input state c is changed to onewhich B(F) is true and all
alternative propositions B(F')(c) that are stronger than B(F)(c) are false:

(83) Scal.Asser{B,F,AD) = Ac[B(F)(c) —{B(F")(c)|FUA OB(F)(c)IB(F)(c)}]

If the BFA structure is generated by a polarity item, th@R)E) is neverstrongerthan
B(F)(c) in the felicitous case, hence theerm reduces tal, and we get B(F)(c) as output.
In the infelicitous case tHe-term either equals B(F)(c), which will yield as output, or it
covers all non-extreme cases, which will leave only an extreme output state.

Our example (79), assuming simple polarity assertion, can be analyzed as follows:

(84) Assert(Ac[{i Uc| gave.improvised.answer$ x[student(x) [
Scal.Asser{lA QAc.{iOc| ~Oy[read.(x,y) T Q¥)},

thing, {P|PUthing} D(c)()])}])

Notice that the contribution of the NPI évaluated byScal.Assert which returns a
function from information states c to information statesuch that irall worlds i of c', x
(the student) hasn't read anything.

| think that theparadoxes of double licensimgn be explained in a similar way. For
example, aase like(78.b) may be analyzed as followRarely expresses guantification
over lunch-situations s irwhich Mary takes part. We may analyze it as a relation

MAY[#(XnY)<n], where n is amallthresholdvalue.Eat is a three-place predicatieat
relates an eater, an object that is eaten, and a situation s.



(85) Mary rarely doesn't eat anything for lunch.
Assert(Ac{i Uc| rarely ({s| lunch,(s)},

{s| Scal.Asser{ QAc{i Lc|x[eat(m,x,s) T Q.(xX)]},
thing, {P| Flthing} D(c)()})})

Notice that the occurrence of th#I1 is licensedocally, by Scal.Assert The upstairs
illocutionary operator is a simple assertion that does not relate &it¢heativesntroduced
by the NPI.

The contrasting case (77.a), of course, is onewiich there is no embedded
illocutionary operator, and the alternatives introduced by the NPI do affect the illocutionary
operator of the sentence:

(86) Mary rarely eats anything for lunch.
Scal.Asser{[A QAc{i Lic| rarely ({s| lunch,(s)},

{s|x[eat(m,x,s) 0 Q(x)]}}, thing, {P| PUthing} [J

(86) is a good assertion becauaeely allowsfor downward-entailing inferences in its
second argument: If Mary rarely eats vegetables, then Mary rarely eats carrots.

The examples involving a conditional, (@®) can be treated in a similar way. First, it
can beshownthat (76.a) is a goodscalar assertion undehe standard analysis of
(indicative) conditionals in dynamic interpretation (cf. Stalnaker 1975):

(87) if(p,q) =Ac[[c—p(c)] T q(p(c))]

That is,if p then gchanges an input ¢ to a c' that does not allow for p-worlds that are not
g worlds. Notice that, due to the set subtraction infitseterm, we have that i'(c)Jp(c)

then if (p,q)(c)Jif(p',q)(c). This isthe reasonwhy NPIs can occur in theprotasis of

conditionals. Our example (77.a) will be analyzed in the followiag, were jk (Q) should
represent ,John knows about Q“, gkthp stands for ,John knows Modus Ponens*:

(88) a. If John knows anything about logic, he knows Modus Ponens.
Scal.Asser{A Q[if (jk (Q) jkmp)], logic, {P| Fdlogic} D
= Ac|if (jk (logic),jkmp)(c) — O{if (jk (P) jkmp (c)| Fdlogic [I
if (jk (P)jkmp)(c) O if (jk (logic), jkmp )(c)}]

The input common ground c is first restricted to the set of worldghich it holdsthat
if John knows somethingbout logic then h&nows Modus Ponens. Frothis set the
union ofall those specifications of c is subtracted which it holds thatthe proposition
+If John knows something abolngic then heknows Modus Ponens® is stronger at c
than the propositiofif John knows something about P then he kndisdus Ponens®,

for POlogic. Due tothe interpretation of conditional87) there is nosuch information
state, hence that union is the empty set.

Example (76.b) can be explained byssuminglocal exploitation of the polarity
structure. Rather informally we can assume the following analysis for (76.b):



(89) b. Asserfif (Scal.AsserfJohn doesn't know anything about logic],
he will not know Modus Ponens.]

So much about local exploitation of polarity iteth©ne obvious question at this point
IS, of course, where local exploitation can be applied.

6.3. Where can Polarity Items be Exploited?

We may assume that polarity iterran be exploited averyclausallevel, asexamples
like (76.b) and (78) showHowever,notice that(75.c) should then bgrammatical, as the
NPI would be licensed in it¢ocal clause. It seems to me thtite grammaticality
judgementdor these sentences are indeed questionable. They may be dudait that
sentences (75.a), (b) and @k presented together andeatain interpretation — the one
with a single, wide-scope illocutionary operator — is kept constant for every sentence.

Examples like (77.b) show thatternatives can be exploitesren at asub-clausalevel.
It may matter that théocus of exploitation in the semantic interpretation is the nuclear
scope of a quantifier.

Another, related question is: What fordbe assumption of operators thatkeuse of
alternatives? khink that the general principle is that a sentemzest end up as being
pragmatically well-formed. Consider the following cases:

(90) a. Scal.AsserfMary rarely eats anything for lunch]
b. AsserfMary rarelyScal.Asserfdoesn't eat anything] for lunch]
c. *Scal.AsserfMary rarely doesn't eat anything for lunch]
d. *Scal.AsserfMary rarelyScal.Asserfdoesn't eat anything] for lunch]]

As we haveseen, (90.a,b) are pragmatically well-formé.c) is bad becaudbere is
no information state that would satisfy the requirementoafl. Assert And (86.d) is bad
as the NPI alternatives, so to speak, aready,used up® bythe first Scal.Assert
operator.

7.  Locality Restrictions

One type of phenomenon that seems to argue for a syntaatiment of polarity items
are the various localityestrictions thahave been observed, especially by Linebarger. In
this section | will showthat a semantic treatment of locality phenomssams feasible as
well.

7.1. Projection Failure

One kind of phenomenon that Haesen described as showing syntactic island effects
for NPIs can be traced back to the failureceftain semanticonstructions to project BFA
structures properlyTake the contrast between the followisgntencesvhich showsthat



definite NPs, but notindefinite (non-specificNPs imposerestrictions for licensing of
NPIs:

(91) a. Mary never goes out with men who have any problems.
b. *Mary never goes out with the man who has any problems.

This contrastan be explained by the current theory because the definite (&R.b)
does not project the BFA-structure introduced byNiR, whereashe nonspecific NP in
(a) does. For (b) we would get the following BFA-structure:

(92) X QAi-[go.out.with,(m,ixOy[man,(x) O Q(y) U have(x,y)])],
problem, {P| Fproblem} [

In order for the definite NP to refer there must be a unmae thathas problems. But
notice that strengthenirgoblem to some P, Bproblem, would either pick outhe same

man, if that man has problem P, or lead to a non-referring descriptiongdfelse't. Hence
no alternative P can ever lead to a stronger proposition. This is different in (91.b):

(93) [XQAI-Uxy[go.out.with,(m,x) O man,(x) T Q.(y) L have(x,y)],
problem, {P| Fdproblem}
Note that in this casehoosing strongealternatives may lead to strongeroverall
proposition; for example, the set of worlds in whidlary doesn't kissnen with aspecific

problem Q may be a subset of the set of worldshith Mary doesn't kissnen with any
problems at all.

7.2. Narrow-Scope lllocutionary Operators

Another contrast that seems to call for a syntactic theory is illustratiedhe following
pair of examples, illustrating the difference betwsercalled bridge verbs ambn-bridge
verbs:

(94) a. Mary didn't think that John had any problems.
b. ??Mary didn't shout that John had any problems.

This contrastcan be explained byssuming that non-bridgeerbs like shout are
essentially quotational and hence embed a strudtatedntains an illocutionary operator.
Hence the cases (94.a,b) are analyzed as follows:

(95) a. Scal.AsserfMary didn't think that John had any problems]
b. AsserfMary didn't shout thaScal.AsserfJohn had any problems]]

We can derive tha{94.b) is bad adollows: The non-bridge verb shout being
guotational, enforceshe presence otome illocutionary operator othe embedded
sentence. In (94.b), this operator is applied to a BFA structure induced by a ftefarity
hence it must b8cal.Assert but the pragmatic requirements &ral.Assertare evidently
not satisfied.



The notion of 'quotational vertshould not be understood in a toarrowsense. For
example, the verbaycertainly can be used in a quotational sense, but also in asetisr
where only the information content, but not the actual wording is reported by the embedded
sentence. Conseqentbgyis a bridgeverb and is transparent fahe licensing of polarity
items, as irfMary didn't say that John had any probleribe analysis of non-bridgeerbs
as involvingembedded illocutionary operatonas beenproposed for alifferent set of
facts by Song (1994).

Linebarger(1986) hadrawn attention to the fact that a NiAList be inthe immediate
scope of a licensing negation. This explains reading differences like the following:

(96) a. Mary didn't show every child a picture.
i) Not (Every child x (Some picture y (Mary showed y to x)))
i) Not (Some picture y (Every child x (Mary showed y to x)))

b. Mary didn't show every child any picture.
i) *Not (Every child x (Some picture y (Mary showed y to x)))
i) Not (Some picture y (Every child x (Mary showed y to x)))

The absence of reading {Qr (96.b) isunexpected: The quantifi&?VERY is upward
entailing in its nuclear scope, hence downward entailimger negation. Wean explain
the lack of reading (i) by assuming that the nuctempe of a quantifiealways is docus
of exploitationfor polarity items.Evidencefor that comesrom the fact that we ddind
PPIs in cases like the following:

(97) John didn't give every child tons of money.

If the scopalorderings ofnegation, universal quantifiend any-phrase illustrated in
(96.b) are possible (which is shown by 96.a), then we get semantic representations that can
be illustrated as follows:

(98) b'. i) AsserfNot(every child x Ecal.Asserfany picture y (Mary showed
xto y))]]

i) Scal.AsserfNot(any picture y (every child xAsserfMary
showed x to y])))]

Notice that(i) is bad, as the BA-proposition represented hgny picture y (Mary
showed x toy)“ violates theconditions of Scal.Asseri just like the sentenceMary
showed John angicture would do. Onthe otherhand, (ii) is good, as ¥ields a BFA-
proposition that satisfies the felicity conditionsSafal. Assert

8. Interrogatives

One of the most serious problems of most existing accou$ & is that theyail to
explain whyNPIs occur in questions. We finllPIs in both rhetoricalquestions and
information questions (cf. Borkin 1971):

(99) a. Did Mary ever lift a finger to help you?
b. Who ever lifted a finger to help you?
(100) a. Have you ever been to China?



b. Which student has ever been to China?

Ladusaw(1979)tried to explain the occurrence NPIs byadopting a principle that a
qguestion should be wded in away that facilitates the ansgw Hence if the speaker
expects anegative answer, he mayse an NPL.This may be an explanatiofor the
occurrence oNPIs inrhetoricalquestionsike (99.a,b), budoesn't apply to information
guestions like (100.a,b).

A more promising accountor NPIs in questions iglue to Fauconnier (1980).
Fauconnier studies iparticular indirecguestionsembedded undewonder, as | wonder
whetherthis knife can cuteventhe most tendemeat. Heobserveghat, if we restrict our
attention topropositionsthat areconsidered possible, waavethe following implication
reversal:

(101) For all, Y that are considered (at least) possible:
If @ — Y, thenl wonder whethet) entails:l wonder whetheq.

For example,] wonder whether Johate a vegetablevhich can bgaraphrased as ,,|
am not surebout whethedohn ate avegetable“, entail$ wonder whether Johate a
carrot, i.e. ,| am not sure about whether John ate a carrot®, buticeversa — | may be
not sure about whether John ate a carrot, but know that John ate a piece of broccoli. This in
turn explains, according to Fauconnier, why fied NPIs in questions. Foexample,
(99.a) indcates that thepeaker is nogvensurewhetherMary made a minimakffort to
help you, let alone whether Mary made a bigger effort. And aprtposition in question
is the minimalone of itsscale,Fauconnier assumes thahegative implicaturarisesthat
the speaker is sure that Mary didn't make any effort at all to help you.

While | think hat Fauconnier's account is promising, it stleds further elaboration.
Even then it seems that it covers only those cases where NPIs occur in rhetorical questions,
due to the negative implicature just mentioHed.

It should be easier to find an answer within the current pragmatic settingaWseen
that in assertions, polarity items induce potendibdrnative assertionswhich must be
licensed by pragmatic principles. So sleould assumehat polarity items may induce
potential alternativejuestionswhen they occumithin a questionand thosealternative
guestions must be licensed by pragmatic principles. This suggests the following format for
the interpretation of questions:

(102) Quesi([B,F,A)(c) = Quesi(B(F))(c),
where for every alternative F'[TA, speaker has reasons not to base the
question on F', i.e. not to propdeesiB(F"))(c).

In Krifka (1990, 1992) havediscussed possible reasons that speakeégt have not
to ask alternative questions:

— In rhetorical questions, the speaker triebteer thethreshold for gositive answer,
showing that he isertain that the answer would begative.For example, in(99.a) the
speaker wants to demonstrate how certain he igvthag didn't helpyou atall by making
the conditions for a positive answer as weak as possible.



— In information questions, the speaker intends to construct the question in such a way
that every suggested answer would roughly yield the same amount of information increase.
This principle can be illustrated by a gamkereone player draws a card from a deck of
cards andthe otherhas to guess ivith as fewquestions as possible. Would be
uneconomical to start with guesses liké the seven of diamonds®is better to start with
questions likds it a sevenorls it a diamonds?A question like (100.a)ndicates that the
speaker has a reason to prdfer more generajuestionover any alternative presumably
because his information statesisch that hexpects a btroverallinformation gain from
an answer to the more general question.

This line of explanation odNPIs in questionkaptures a generalization alluded to by
Borkin (1971), namely that strong NPIs (i.e. idiomatic NPIs with emphatic stress) typically
occur in rhetorical questions, wheremsakNPIs tend tooccur in information questions.
The purpose of an NPI in a rhetorical question is to signathibaipeaker tries tonake a
positive answer as easy as possible, and therefore it is to be expected thshdsel@cts
a question that is based on a proposition that is ,,extremely” weak.

Let meflesh outthe theory ofNPIs in questions Wwould like to propose.Take some
semanticanalysis of questiondpr instance Groenendijk &Stokhof (1984), where a
guestion is interpreted as a partition thie set of indices and the cells of the partition
correspond tdhe propositionsthat are full answers to thguestion. Within adynamic
theory, a question maps an input state to a set of states, and the corresponding answer takes
up such a set and picks out aglement.For the simplest case dfes/No questions and
corresponding answers, we can assume the following operators (within a static framework):

(103) a. YN.Quest(p)(c) = {cnp, c—p}
b. Answ.Asser(p)(C) =0{c np| IC}, if ([qUIC LI gnp=01])

A Yes/No question based on a proposition p at a congnound cleads to a set C' of
two output common grounds, omdere pholds and onevhere pdoesn't hold. Irturn, a
proposition p is a felicitous answer to a set of information states @lifnihates at least
one possibilitycontemplated by the question, i.e. aglement of C. The information
conveyed is the union of all states in C that are not eliminated, updated withegaFfple,

a question likds it raining? at c yields a set C = {graining, c—+aining}. An answerlike
It is raining and snowinghen yields an output

[cnraining] n[raining nsnowing O [c—aining]n[raining nsnowing]
= [cnraining] n[raining nsnowing O O
= [enraining nsnowing.

An inappropriate answer lik8rass is greemwould be infelicitous, as itsroposition is
compatible with both elements of C.

For questions based on BFA structures we can assume the following rule:



(104) YN.Quest(B,F,A(c) = {cnB(F), c-B(F)},
iff for all F'UJA, speaker has reasons not to propos&'), c-B(F")}

If the BFA structurevas generated by NMPI, wehave hat in general, 8")B(F), for
all F', FOA. The speaker may have the following reasons in this case:

— In the case of rhetoricajuestionsthere are two theoreticalptions: Either the
speaker is sgonvinced that the answer will lmegative that he maximizes thepriori

possibility for apositive answerNote tat onB(F) will in general be asuperset of

cnB(F'). Or the speaker suggests thidle commonground c is such thatn®(F')=0,

which wouldtrivialize the alternativeanswers. Foexample, aquestion like (99.ajnay be
utteredwith respect to a commoground forwhich thespeaker thinks that it ialready
established that Mary didn't do anything substantial to yalpand hencéas to ask the
guestion whether Mary did something minimal to help you as the only remaining one.

— In the case of information questions, #peaker wants tmaintain an equilibrium
between the information&kalue ofthe positiveand negativeanswer; o B(F) and c—B(F)

shouldhaveroughly the same probability in c. Atronger question based afternative
propositions B(F"would violate this equilibrium. Note that a question like0Q.a)would
be inappropriate if it is already known thaiu havebeen to China, or if théocus of
interest is on whether you have been to China in a certain year.

The analysis of diectquestions presentdtere carrie®ver toindirect questionsvhen
we assume that the truth conditions of sentences containing irgliestions embody the
felicity conditions of thecorrespondingdirect questionsFor example, aquestion likel
wonder whether Mary hasver been to Chinavill express thatthe speaker is in an
information state where it would makense fohim (i.e. increaséis information in an
optimal way) to ask the questibtas Mary ever been to China?

0. Conclusion

Let us come to a conclusion. In tlagicle | havetried to show that wean arrive at an
explanatory theory of the distribution of polarity itemghin a framework that claims (a)
that polarity items introduce alternatives that lead to an informativity relattbrrespect to
the meanings of the polarity items themselaed the commoground atwhich they are
used; and (b)hat illocutionaryoperatoranake cruciause of thisadditional information.
Polarity items then are just a special case of other constructions that intatidugives,
like expressions in focus and expressidrat aire part of a linguistic scadad introduce
scalar implicatures.

Of course, vast areas stlilave to befilled out in this picture to seeavhether this
approach is on the right track. particular, therange of polarity items and the various
construction types and pragmatic constellatitvag allowfor polarity items remains to be
investigated in detail.
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! Hence they are treated likeekin Montague (1973). Segmmermann(1993) for an
analysis of opaque predicates in terms of arguments oféygeAt the current point will
discuss matters in an extensional framework for simplicity.

2 Other uses of forget allow for non-specific readings, Jagn forgot a toothbrushin
the sense of 'John forgot to bring a toothbrush'. Netewe don'havepolarity items in
this case, cf. John forgot anything to read

® To be sureyntil has a non-NPI variant, as dohn slept untifive. But theNP!I variant
is clearly distinct from that. Theories that try to derive a sentencédikedidn't { wake up
/ slee} until five using non-NPluntil do not predict that it is part of the conventional
meaning of these sentences that Jabke up or fell asleep &ve. See Karttunen (1974)
for this observation and Declerck (1995) for discussion.

* Of course, it iswell attested that regulaNPIs may develop into highly
grammaticalizednorphemes that accompany clausemate negadifius. is happening in
Frenchwith negtion patterns likene...pas> pas ne...personne> personne where the
second element clearly has the flavour of a regular NPI insofar it desmoddisentities or
unspecific properties, like a step or a person.

®J. Hoeksema (pers. comm.) also mentioned Dutch voor de poes (lit. ‘for the cat’).

® However, strong NPIs do not always carry the main stress of a sentencdicidapar
contrastive stress overrided stressstmong NPIs, as idOHN didn't ift a finger to help
me, not MARy

" This is different from other implementations, whel&E It will allow a more succinct
formulation of certain rules, but nothing of theoretical importance hinges on this decision.

® Krifka (1992) defines a type system for structuneganings and alsgivesrules for
what happens if botlm andf3 are structuredneanings, and hostructures meanings are
used by focus-sensitive operators.

° This is in response to a criticism made in Kadom & Landman (1993).



91t is important to notice that neteryexpression denoting a decreased standard of
precision will create NPIs; for examplend ofandsort ofdo not. The reason is that these
expressions do nanducealternatives, busimply indicate a more liberalay of applying
predicates.

1 This assumes model in whichliquids have semantic atoms, which isontrary to
certain theories that assume a non-atomic retationfor the semantics aiass nouns. |
think that speakers can employ semantic models of varying granularityitenasituation,
some of which will impose an atomic model for mass nouns, and thas¢hefthe NPI a
dropimplies such an atomic model.

2 Within alattice-theoretic setting, we coudtvenidentify such amounts aanti-atoms
(x is an anti-atom iff there is no y£Y,the top element) such thdily).

13 Thereis, of course, anothause whererather expressegreferences, as ihwould
rather go home

* This becomes obviousith various presupposition tests. Ferample both Mary is
already hereandlt is possible that Mary is already heeatail, and hence presuppotet
Mary arrives at some time.

5 Notice thatthis is a different kind ofrather than the ondreated in section 5.
Presumablywould ratheris an idiomaticexpressionwhere theforeground expresses a
maximal preference, and the alternatives express non-maximal preferences.

'® There are certainases ohegated\Pls or PPIs irthe protasis of conditionalhat
cannot be explained by lodatensing.One example is the sententfeJohn doesn't know
ANYthing [atALL] about bgic, he will not knowodus PonensNotice that wehave a
stressed NPMhich means that weshould assume that it exploited by the outermost
illocutionary operator. Notice also thathias to be paraphrased by 'Only if John doesn't
know anything at all about logic will he not know Modus Ponens'. This showanbtter
type of assertion involved that we haventdiscussed sdar, a type that wdind with
contrastive assertionand which we can call,exhaustive“. The pragmatic effect of

exhaustiveassertion of a propositioM,F,Alis that BF) is claimed to be the only

proposition amonghe alternatives @&'), FUA that is true. Applied tmur examplethis

would mean that th#odus Ponens isonsidered to béhe something that people know
even if their knowledge of logic is minimal.

1 A more recent attempt to explaitPls in questiongsan befound in Higginbotham
(1993).
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