10 Syntactic Structure and Semantic Scope

10.1 Object Quantifiersand Quantifier Raising
10.1.1  Object Quantifiers and Scope Ambiguity

So far we were concerned with sentences that contain just one quantifier, a quantifier that also oc-
cursin just one position, the subject position. But quantified NPs may occur in avariety of other
positions, e.g. the object position, and we may have more than one quantified NP in one clause:

(1) a Someqirl liked every book.
b. No girl liked every book.

A problem with the derivation of (1) isthat we have analyzed quantifiers as being of type D ,,, and
transitive verbs as being of type D.,. Obviously, these two meanings don’t go together — we can-
not use functional application here.

Another issue that appears when we consider sentences with more than one quantifiersis that
such sentences often are ambiguous. For example, (1.a) has one reading in which it is stated that
thereis some girl x such that x read every book, and another reading that says that for every book y
it holds that some girl read y. The latter reading is perhaps not very prominent, but it clearly exists
for exampleslike the following:

(2) Somegirl or other liked every book.
When we trandate (1.a) into predicate logic, we can express the two readings as follows:
(3) a $x[G(x) U" y[B(y) ® L(x,y)I]

b. " y[B(y) ® $x[G(x) UL(x, )]

That is, the subject quantifier can have scope over the object quantifier, or the object quantifier can
have scope over the subject quantifier. Often the reading with the subject quantifier having wide
scope (over the object quantifier) is more natural, but there are many cases in which only the other
interpretation makes sense:

(4) a A nanny brought most kids to the kindergarten.
b. An American flag stood in front of every building.
c. A member of the Expose the Right group attended every public event
held in lowa or New Jersey. (The New Republic, Feb. 19, 1996).

We find such scope ambiguities with other operators as well. The following sentence can
either mean that nothing that glittersis gold (wide-scope interpretation of all), or that it is not the
case that everything is gold (wide-scope interpretation of negation). Of course, the idiom wants to
express the second reading.

(5) All that glittersisn’t gold.
a " x[Gl(x) ® DGo(x)]
b. @ x[GI(X) ® Go(x)]
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Object Quantifiers by Quantifier Raising 160

Let us see how we can deal with object quantifiers and how we can express such scope ambi-
guities.
10.1.2 Object Quantifiers by Quantifier Raising

In section (8) we were concerned with the phenomenon that a quantifier can bind a pronoun, and we
have proposed to deal with this phenomenon by a movement operation for quantifiers. To be spe-
cific, we have assumed the following rule:

(6) If [g...ayp;.-.] isasentencethat contains an NP a withindex i,
then we can form the structure [(a, | i[s...€...]] @sinput for semantic interpretation.

And we called the resulting structure L ogical Form (LF) and distinguished it from Surface
Structure (S-Structure). Recall the interpretation rule for structureslikel ifs...e...]:

(7) [lilsal] =1 gal DOM(g), gi DOM([a])fl xI D,[[a](gli/x])]

This means that any trace or pronoun with theindex i in a will be interpreted as x, which in
turn creates alambda term.

Now, the rule for quantifier raising works for subject quantifiers aswell as for object quantifi-
ers. Thisallows usto treat cases with object quantifiers, asfollows:

S

NP/\
< everybook | A
e e s Np

Mary m 5 M'a_ry mp Méry mpl

réad  every book réad  every book read e
S-Structure Indexation Quantifier Raising (LF)
The Logical Form then can be interpreted in the following way:

(8) a LF:[s[yp [oa &very] [y booK] 1 1[¢ [yp Molly [, read [ye e]1]]]

b. [[ye [0 €VEryl [ booK]]] =1 gl Pl D [l x[xisabook] I P],=
. [1 s [y Molly] [, read [, €],11]
= g4ll DOM(g)Al x[Molly read g[1/x](1)],
=| gall DOM(g)il x[Molly read x], =
d. [Ls [up [ow veryl [y booK]] T 1 [ Molly] [, read [y €],111]
e. =1 gigl DOM(®), g DOM(@)AD(9)(@(9))]
f. =1 gall DOM(g)A[l PI D[l x[x isabook] I P](I xiMolly read x])]

g. =1 géll DOM(g)f{l x[x isabook] i | x[Molly read X]]

Thisistheright result; it maps every assignment g (with 1 initsdomain) to 1 if the set of booksisa
subset of what Molly read, and elseto 0.
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161 Syntactic Structure and Semantic Scope

We see that quantifier raising leads to a structure in which the object argument is atrace, of
type e. If transitive verbs are of type eet, then expressions like [, read [.€],] can be interpreted
without any problem, by functiona application:

9) [[veread[ye€l,]] =1 dl[read](9)([&,](9))]
10.1.3 Quantifier Raising and Scope Ambiguity

Quantifier raising also allows usto treat scope ambiguitiesin case of sentences with two quantifi-
ers. Notice that the raising rule (6) can be applied more than once if necessary. It does not say
anything about the order in which different applications of the rule should be executed. This allows
for the expression of scope ambiguities:

(10)
Indexed S-Structure;

read  every book

Subsequent raising of first quantifier (two options):
S

N‘/\
somegir! A ever’;/nt:mk/?/\¥
Nﬂ/\ Nh/\

e m somegir| mpz
e

ead  every book read

Raising of second quantifier:

—N

everybook ZZXN?/\ somegir| %/xhr/\
somegir| /\s everybook A
Ve Ve

! 1

& \/\NP2 e \7/\NP2

© Manfred Krifka, Institut fir deutsche Sprache und Linguistik, HU Berlin, WS 2000/2009



VP-Ellipsis and Antecedent-Contained Deletion 162

Consider the way how the left-hand structure isinterpreted:

(1Da [[s [neel, [ve [y read] [yeelll]
=1 gdl,2 DOM(g)fg(1) read g(2)], = @

b. [I 1 [ne€ly [ve [v read] [yeel 1]
= | g&li DOM(®), g DOM(D)A X[D(g[x])],
=1 g4l,2 DOM(g)fi x[x read g(2)], = @

C. [[s[npr SOmegirl] | 1[3 [ne€ls [ve [v read] [yeelLll]

=1 g&gl DOM(®), g DOM(@)f{[[some girl] (9)(D(g))],
=1 g4, 2 DOM(g)fl x[x isagirl] C | x[x read g(2)]* A, =3

d. [I 2[5 [ye Some girl] | 1[ [ye€], [y [y read] [yeel,]]]]
=1 g&l DOM(g), gl DOM(®)t Y[®(g[1/¥])],

=1 g4,2 DOM(g)fl y[l x[x isagirl] C | x[xready]* A,=®

€. [[s[yp everybook] | 2[5 [y, somegirl] | 1 [e€l; [y [y read] [yeel,]111]
=1 gl DOM(®@)[[every book] (9)(®(g))]

=1 g4l,2 DOM(g)f[l y[y isabook] I |y[l x[xisagirl]C | x[x ready]* /]

We get the right result, afunction from assignments g that maps g to 1 if the books are a sub-
set of the things that were read by agirl, and false otherwise.

10.2 Evidence for Quantifier Raising

In this section we will discuss some additional evidence for the idea that quantifiers undergo raising
on asyntactic level of logical form.

10.2.1 VP-Ellipsis and Antecedent-Contained Deletion

In section (8) we have discussed the phenomenon of VP-dlipsis, illustrated by the following exam-
ples:.

(12)a. Leopold read the letter, and Molly did, too.
b. Leopold read the letter before Moally did.

Now, consider the following case, which exhibits what is known as antecedent-contained
deletion:

(13)Leopold read [, every letter [, that Molly did]].

What is remarkable here isthat VP elipsis occurs inside the object NP, which is every letter that
Molly did. It hasto be spelled out, of course, as ‘every letter that Molly read’. But notice that there
is no antecedent VP that just consists of the verb read here; what we have is an antecedent read
every letter that Molly did. But this certainly is not the proper antecedent; if we spell out didin (13)
by read every letter that Molly did we get before Molly read every letter that Molly did. This cannot
be the right result, of course, not the least because it again containsa VP dlipsis.

But see what happensiswe alow the object NP to undergo Quantifier Raising:
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/\
A N
/\A s

(14)

|
I VP,

2 read,—PAST mpz
(.

that e e

I
Molly IO/\‘
I VR
do-PAST mpz
I

I
e e

Here, the NP every letter that Molly did has undergone Quantifier Raising. Its VP has to be inter-
preted just like its antecedent, which is the VP in the main clause that dominates two empty ele-
ments, and which have to be spelled out as[read e,]. Thetrace e, is the variable that the quantifier
every letter that Molly did quantifies over. This quantifier also quantifies over the trace e, in the
antecedent, which we derived by relative clause formation. Asaresult we get the following interpre-
tation:

(15)For every letter x such that Molly read x, Leopold read x.

Thisisthe correct interpretation. Notice that it is crucia for this solution that the object quanti-
fier, every letter that Molly did, undergoes Quantifier Raising. Hence the operation of Quantifier
Raising, which was originally motivated to deal with the scoping of quantifiers, solves the problem
of antecedent-contained deletion.

10.2.2  Syntactic Restrictions and Semantic Scope

The hypothesis of a syntactic representation level called Logical Form has been particularly attrac-
tive because it seemsthat the laws that govern extraction and raising of quantifiers are the same laws
that govern the “visible” extraction and raising of certain expressions, such as wh-words, in Sur-
face Structure. Only the existence of common restrictions of thistype alow usto call LF a syntac-
tic representation level.

This can beillustrated with the following examples. First, let uslook at overt syntactic move-
ment. Thereisaclear constrast of acceptability between examples (16.a-c) and (d):
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Syntactic Restrictions and Semantic Scope 164

(16)a. What, did John read e.?
b. What, does Mary think [that John read e ]?
c. What, did Mary read abook [about e ]?
d. *What_ did Mary read abook [that is about e ]?

Extraction out of an object position (16.a), extraction out of a that-clause embedded by certain
verbs (b), and extraction out of certain PPs (c) are possible; extraction out of arelative clause (d) is
not. Hence relative clauses are syntactic islands. Compare these syntactic facts with the following
semantic data

(17)a. John read every article on Quantifier Raising.
b. Mary thinksthat John read every article on Quantifier Raising.
c. Mary read abook about every famous French painter.
d. Mary read abook that is about every famous French painter.

Note that the sentences (17.a)-(c) have readings in which the quantified NP has wide scope. Thisis
obvious for (@), as there is no other scope-bearing element around (names are, in a sense, scope-
less). In predicate logic we can describe the interpretation of (a) as follows:

(179 a Forevery articlex, Mary read x.
" X[article(x) ® read(m, x)]

Sentences (b) and (c) are actually scopally ambiguous in ways we haven’t discussed so far but
which are quite evident. Asfor (b), think acts as a scope-inducing element. We can state the read-
ings asfollows:

(179 b.i. Forevery articlex, Mary thinks that John read x.
" x[article(x) ® thinks(m, read(j, x))]

b.ii.  Mary thinksthat the following holds: For every article x, John read x.
thinks(m, " x[article(x) ® read(j, x)])

For reading (i) Mary might not be aware that the articles she thinks John has read are actually all
the articles. In (ii), it is part of the content of Mary’s belief that John read every article. We now
turn to (c).

a79 c.. For every painter X thereisabook y about x and Mary read y.
X[painter(x) ® $y[book(y) U about(y, x) Uread(m, y)]]

c.ii.Thereisabook y such that for every painter X, y is about x, and Mary read y.
$x[book(x) U" y[painter(y) ® vy isabout x] Uread(m,x)]

Theinteresting thing is that sentence (d) is not ambiguousin the same way as (b) or (c) are. That is,
we only have areading like (c.ii); the reading corresponding to (c.i) is unavailable:
Q79 d.i. (=c.): absent.

d.ii. (=cii): available.

It is tempting to explain the absence of reading (d.i) using the same principle that we em-
ployed to explain why (1.d) is bad. The surface structure of (16.d) and the logical form of (17¢d.i)

share the property that an expression (awh word, or aquantified NP) is extracted out of arelative
clause:
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165 Syntactic Structure and Semantic Scope

(18)a. *What did Mary read abook [that is about e ]?
b. *[[ypevery writer] [sMary read abook [that is about e ]]]

Note, in particular, that (17¢d.i) is not semantically odd at all -- we can expressit easily, see (c.i).
The assumption isthat (17¢d.i) is ruled out syntactically. Hence LF is seen as a syntactic level of
representation, following the same rules as overt syntactic constructions that we can observe at sur-
face structure.

10.2.3 Variables bound by Quantified NPs and Weak Crossover

We have seen above that natural languages have the equivaent to variables, namely, pronouns that
are bound by a quantifier. Of course, if you accept traces, then tracesare variables as well. One
standard way to express binding of pronouns is to assume that the quantified NP and the pronoun
bear the same index, and that pronouns are interpreted as variables, just like traces. Example:

(19)Every girl_ liked aboy that liked her,
a. SS: [g[yp, every girl] [, liked [, aboy that liked her,]]]
b. LF: [ [yes every girl] [ & [y liked [ , aboy that liked her,]]]]

We should assume a syntactic rule and semantic interpretation for relative clauses that, to-
gether with the other syntactic and semantic rules, will yield the following interpretation, given here
in predicate logic. Note, in particular, that her isinterpreted asthe variable related to the girl.

(20)For every girl x thereisaboy y that x liked, and y liked x, too.
" x[girl(x) ® $y[boy(y) Uliked(x, y) Uliked(y, X)]]

One interesting restriction for quantified NPs and pronouns is that the quantified NP has to
c-command any variable (pronoun or empty element) that it binds. For example we could have de-
rived another logical form in which the indefinite NP has wide scope. However, our sentence does-
n't have the corresponding reading. That is, the indefinite NP a boy that likes her always has narrow
scope with respect to every girl, if every girl binds her. The reason why the second LF is not avail-
ableisthat the pronoun must be c-commanded by every girl in order to be bound by it, which rules
out the corresponding logical form:

(21)Faulty LF: [ [\p, aboy that liked her,] [ [yp, every girl] [, liked &)]]]

This prepares us to discuss a particularly striking similarity between overt syntactical move-
ment and available readings. It concerns cases which are known as weak crossover . What is weak
crossover? First, observe that we can form constituent questions from NPsin object position:

(22)a. Which boy, doesthegirl misse,?
b. Which boy does the woman like e, ?

Second, the following coindexations are possible, even though the pronoun precedes its “an-
tecedent” (sometimesthat is called cataphora, in contrast to anaphor a):

(23)a. Thegirl that he, likes missesthe boy. .
b. His mother likesthe boy,

Now, it turns out that the object NPs cannot be questioned in these sentences:

(24)a. *Which boy, doesthegirl that he likesmisse,?
b. *Which boy, doeshis mother likee ?
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Quantifier Raisingto VP 166

Why is this so? The normal conditions of binding theory don’'t exclude structures like
(24.ab). Natice that wh-words can bind pronouns, as shown in the following example:

(25) Which boy, didthegirl ask e torecite his favourite poem?

Let us here just state the following generalization: amoved phrase (like awh-pronoun) cannot
bind first apronoun and then atrace, for whatever reason (thisis called the “leftness condition”).
The interesting thing is that we find similar restrictions when we look at comparable structures on
Logica Form:

(26)a. Thegirl that he likes misses every boy.
b. Hismother likes every boy.

These examples cannot have the interpretations given by the following LF's:

(27)a. *[every boy, [thegirl that he likes missese]]
‘For every boy x, the girl that likes x misses X’
b. *[every boy [his mother likese ]]
‘For every boy x, x’s mother likes x’

So, whatever explains weak crossover for WH movement, should explain the unavailability of the
readings for quantifiers. In particular, if weak crossover for WH movement is explained by syntac-
tic rules, then the same syntactic rules should apply to the LF s of the QR structures.

10.3 Varieties of Quantifier Raising
10.3.1 Quantifier Raising to VP

In this section we will discuss evidence that object quantifiers need not raise to a position adjoining
a sentence. Consider the following example, which involves VP dlipsis.

(28)A member of the Expose the Right group attended every public event held
in New Hampshire, and a member of the Rainbow Coalition did, too.
(i) Thereisamember of the ER group that attended every public event,
and thereis a member of the RC that attended every public event.
(i)  For every public event there was a member of the ER group that attended it,
and for every public event there was a member of the RC that attended it.

We find two readings: The object quantifier every public event held in NH has either narrow scope
in both clauses (i), or wide scope in both clauses (ii). Notice that we do not find “mixed” readings.
That is, (28) cannot be understood in either one of the following ways:

(28)(iii)  Thereisamember of the ER group that attended every public event,
and for every public event there was a member of the RC that attended it.

(iv)  For every public event there was a member of the ER group that attended it,
and thereis a member of the RC that attended every public event.

We expect, of course, that our theory will predict the absence of such readings.
We can deal with the wide-scope reading (ii) asfollows:
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(29)[ [every public event] | 2[[a member of ER | 1[5e, [,,PAST [, attended e,]]] and
[a member of RC] | 1[[se, [ did [y, attended ,]]]]]

| have underlined the part that is the result of spell-out of VP-ellipsis. Notice that the antecedent is
the VP [attended e,] here. This predicts that the object position e, is bound by the same quantifier,
which isin object position of the first clause but by quantifier raising gets scoped over the whole
sentence. (That’s aremarkable success story for the quantifier raising account!).

What about the narrow-scope interpretation of the object NP? Obvioudy, the quantifier
should stay within the VP so that it can be part of the spell-out of VP ellipsis. Thisis suggested by
the following paraphrase of (i):

(30)A member of the Expose the Right group attended every public event held
in New Hampshire, and amember of the Rainbow Coalition attended every public event held in
New Hampshire.

But if object quantifiers have to undergo quantifier raising, and quantifier raising isto a position
adjoined to the sentence, and VP-ellipsisjust repeats the material within the VP, then we obviously
have aproblem here.

One solution isto assume that quantifiers can be raised to adjoin to the level of VP, as an op-
tion:

(31)[s [amember of ER] | 1[s e, [,,PAST [, every public event] | 2[,,, attende,]]]] and
[s [ amember of RC] | 1[5 e, [,.did [, every publicevent] | 2, attende)]]]]

But now we have to say how a construction of aquantifier like every public event adjoined to aVP
with atracelikel 2, attended e,] means. Note that we have a type mismatch here; the quantified
NP is of type (et)t, and the VP that contains atrace is of type eet. In particular, the transitive verb is
of type eet, application to the meaning of the empty element e, resultsin et, and lambda-abstraction
again resultsin type est.

Two strategies are possible here. First, we can give an interpretation rule for quantifiers when ap-
plied to expressions of type eet, asfollows:

(32)If a isof type (et)t and b isof typeeet, then [[a b]] =1 x[[a](l y[[b](Y)(x)])]

Theideahereisto temporarily bind the subject argument x and the object argument y by avariable,
which resultsin a meaning of typet; then we abstract over the object argument y, which resultsin a
meaning of type et; then we apply the quantifier to it; and finally we abstract over the subject argu-
ment X which isto befilled in the next step.

The other strategy isto do al that in syntax. We can assume that the VP contains the subject
argument; we did thisin section (3) when we discussed X-bar theory. But the expression that fills
the subject argument always has to be moved in surface structure, which presumably is interpreted
in the same way as quantifier raising:
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(33)a. Underlying structure:
[s [PAST [, [a member of ER] [, attend [every public event]]]]
b. Surface structure:
[s [a member of ER] | 1[[,,PAST [, € [, attend [every public event]]]]
c. Logica Form:
(i) [s[amember of ER] | 1[,PAST [every public event] | 2[,,, €, [, attende,]]]
(i) [ [every public event] | 2[5 [a member of ER] | 1[,,PAST [, € [, attende)]]]]

Notice that the expressions that underwent quantifier raising adjoin to an expression that is of type
et in every case.

Both ways of analyzing our example predict that there are no “mixed” readings. Either the
guantified NP every public event scopes over the whole sentence, generating the wide-scope inter-
pretation, or it stays within the VP, generating the narrow-scope reading.

10.3.2 Why do Quantifiers Raise?

A natural question iswhy quantifiers undergo raising on Logical Form. A natural answer is because
otherwise they could not be interpreted. Thisis evident with object quantifiers. We have analyzed
guantified NPs as being of type (et)t, and transitive verbal predicates as being of type eet. When we
assume that NPs have to be interpreted as ar guments of verbal predicates, we have atype mismatch
here. Quantifier raising can be seen as a way to solve this type mismatch. In essence, quantifier
raising consistsin filling the argument position with a variable of the proper type (€), and binding
thisvariable later by the quantifier.

This type of reasoning does not hold for subject quantifiers. They are of type (et)t, verbal
predicates are of type et, and so the subject quantifier can be applied to the verbal predicate directly.
But we have seen that subject quantifiers can undergo raising aswell. A subject quantifier can have
scope over an object quantifier; thisis even the more naturad interpretation in many cases.

The analysisillustrated with example (33) answers this concern as follows: Subject NPs have
to raise for independent reasons. They have to end up in aposition in which they c-command the ¢
congtituents for purely syntactic reasons, so they cannot be interpreted in situ.

10.3.3 Quantifierswithin NP

So far we have considered cases of scope ambiguity in which both quantifiers where co-arguments
of apredicate. Now consider the following example, where one quantifier is part of another quanti-
fier:
(34)Some representative of every soft drink company was present.
(i) Thereisaperson x such that for every company y, X representsy, and x was present.
$x[person(x) U" y[company(y) ® represents(x, y)] U present(x)]
(i)  For every company y thereis aperson x who representsy, and x was present.
" y[company(y) ® $x[person(x) U represents(x, y) U present(x)]]

We have the two indicated readings. The wide-scope intepretation of the embedded quantifier every
company (i.e., reading ii) is even more prominent than the other reading.

First, let us consider reading (i). It should be easy to derive, asit corresponds to the surface order of
the quantifiers. However, we have a problem if we assume that quantifiers have to raise to the level
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of sentences, or to the level of an expression of typet. For the only structure that we get is the fol-

lowing:

(35)
Det/\ /\s
some represén ﬁve\l’ N/\

everycompany
| | 2 |
of 92 e, waspresent

Here, the embedded NP every company has been raised first, and then the rest of the NP has been
raised. The problem with this structure is that the NP every company is not in a position to bind its
trace e,, asit does not c-command that trace.

So we have to assume that some company is interpreted “within” its host NP. There are op-
tionslike the following ones:

(36)
s

/\ 1 |
e objected
wm /\
representative
il

everycompany [ PP
12 |

ofe,
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(37)

s
'L
Det e, objected

representative of e,

The problem with (36) isthat we haven't interpreted PP’ s as expressions of typet. They are either
expressions of type (et)et that modify a noun, or perhaps (in the case of PPsto relational nounslike
representative) of type e. Hence the type of the epression [| 2 PP)] is e(et)et or ee, certainly not what
aquantifier like a company, which is of type (et)t, expects. A similar problem arises with (37): N¢is
of type €, the constituent [I 2 N¢ isthen of type eet, again not what a quantifier expects.

There are two ways to proceed at this point: Either we allow that quantifiers come in other
types aswell (apossibility that is explored later, for some cases). Or we find away to make PPs or
N& of the required type, namely, t. Thisis perhaps not such an implausible proposal, given the fact
that we can paraphrase reading (i) of (34) asfollows, even though the result sounds a bit clumsy:

(38)a. Some representative that was of every soft-drink company objected.
b. Someone who is arepresentative of every soft-drink company objected.

Let us see how thistype of solution can be worked out with respect to the structure (37). We
have to assume here that the noun representative actually contains an expression of typet, some-
thing like *x isarepresentative’, and that we lambda-abstract over x before it is combined with the
determiner a, asin| X[x isarepresentative].

Which type of element isx? So far we have just one type of empty element, for which we used
the letter e with indices; this type was created by movement in surface structure or logical form. But
in the current case there is no movement. We find empty €l ements without movement in other cases,
too, most prominently in infinitival constructions. They are typically indicated by PRO. In the fol-
lowing example, this PRO is bound by the subject, Mally:

(39)Moally, tried [PRO, to wake Leopold up].
‘Molly tried the following: Molly wakes up Leopold.’

Let us then assume that the variable in [x is arepresentative] isaPRO aswell. We then ana-
lyze an NP like an appleasfollows:

(40)
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NP
Det/\
| N
ome " Ne
NB NPred

PRO, apple

Here, NC stands for “nominal clause”; it is an expression of typet. It consists of a PRO-NP as a
subject, and of anominal predicate NPred. The empty subject is made a function by the lambda
term. Thetype of N isthen, as before, et. The new category NC provides alanding site for quantifi-
ersoriginating from whithin NPred:

M
NA

ever ycompany m
PRO
' NPrm
| |

representative of e,

This gives us the intepretation we are after, and we can assume throughout that quantifiers are of
type (et)t.

10.3.4 InverseLinking

Let us now take up the second interpretation of (34), repested here:

(42)Some representative of every soft drink company was present.
(i)  For every company y thereis aperson x who representsy, and x was present

We can deal with such casesif we assume that quantifiers can move out of other quantifiers (at least
when they are within a PP. In contrast, a sentence constitutes an island, cf. the non-availability of the
wide-scope reading for a person that represented every company was present).
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(43)

- Cornpany/\

| N' e, waspresent

| PP
representative B NP
(.

of e,

But there is a problem with this solution: NPs are syntactic islands for regular movement opera-
tions.

(44)* Every company, she talked to [some representative of e, ] expected lower earnings.

Notice, in contrast, that the movement postulated in (41) isfine. In the following sentence, a
representative... occursin a predicative position, presumably a NPred.

(45)[every company, she was arepresentative of e,] expected lower earnings.

The structure (43) is problematic for purely semantic reasons as well (cf. Heim & Kratzer
1998). Consder the following example:

(46)Neither arepresentative of every company nor John was there.

Under the wide-scope interpretation, this sentence says that John wasn't there, and that there
is at least one company of which no representative was there either. But see what we get if every
company adjoines to the sentence:

(47)[every company] | 1[[neither [arepresentative of ] nor John] was there]

Thiswill beinterpreted as. For EvErRy company X it holds that neither a representative of x nor John
was there. Thisistoo strong; (46) can be true already if soMe company didn’t send a representative.

So we might have to assume that quantifiers can move to adjoin to aNP, after al:
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(48)

11 |
| e, waspresent

everycompany /\
12

NP

)

| N’

some < e

representative of e,

But this solution, of course, requires that the quantifier every company can adjoin to the structure
[l 2 NP], which presumably is of type e((et)t) — not what a quantifier of type (et)t would expect!
We will take up thisissue when we talk about flexible quantifier types, in section 10.5 below.

10.4 Quantifier Storage

So far we have assumed that quantifier raising creates a distinct syntactic structure, Logical Form,
that is the input to semantic interpretation. There are possible objections against this procedure. In
particular, it appears as if we first transform the syntactic structure that we see or hear (the surface
structure) in something that may be quite different, which we then send to the semantic component
of the grammar. It is, in asense, asif we would first translate English into another language, one
that is more managable for semantic interpretation. Granted that it is not just any other language, but
one that stands in well-defined syntactic relation to the surface structure. But everything else being
equal, one can make the case that it would be more attractive if we could interpret surface structures
directly.

There isaway to treat object quantifiers and scope ambiguities wholly within semantic inter-
pretation, in away that mimicks LF movement in semantics. This proposal goes back to Robin
Cooper's 1977 dissertation (see also Cooper 1983, Quantification and Syntactic Theory.) and is
caled Quantifier Storage or Cooper Storage.

The basic ideas of quantifier storage is the following: The input for semantic interpretation is
surface structure, there is no need for alevel of logical form. But the semantic representations have
to be a bit more complex. In addition to the ordinary semantic representations, they contain a stor -
age devicethat can “store” quantifiers and other scope-bearing elements for alater application.

More precisely, aquantified NP isinterpreted in the following way. First, as before, every NP
gets aunique index. Then, at the position in the syntactic tree where the quantified NP is situated,
the NPisinterpreted as an indexed variable. Thisis of course similar to the way we interpret traces
in the LF movement account. But notice that the variable is a semantic element, not a syntactic con-
stituent. At the same time, the quantifier, together with the variable, is put into storage. In the course
of the derivation we keep track of the storage; it may even increase because other quantifiers are
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added to it. Finally, at certain positions in the derivation of the meaning of the syntactic structure,
the stored quantifier may be retrieved from the store, and applied. In the following example of a
derivation; “M:” gives the meaning and “ St” the store; the store is given as a set, with elements
that are pairs of the indicated variable and the meaning of the NP as a quantifier.

(49)

S
some girlread everybook

M: [[read]) (x)(X,)
St.{(xm PILGirT G Ple]),}
"\ (I PI[booR] | AY)

P
readeverybook
anl " M: ﬂ:read]] (x2)
sol\r/lnfe)?llr St: {{x,, | F[[book] I A1}
st:{{x,,| PL[GirT G P* A1)}
\Y NP,
réad everybook
M: [read]] M:X,

St{} st {fx IP[[booR | A}

We arrive at ameaning (under the top S node) that expresses a simple proposition, [read](x,)(X,),
and has a store with two elements that originated from the quantified NPs and were passed along in
the derivation from the bottom to the top. We are not quite done yet, because the store has to be
emptied. The rule for emptying the storeis simple: Apply the quantifier to the lambda-abstract of
the meaning, using the corresponding variable. The order in which the storeis emptied is not fixed
(notice that the store is represented as a set, and the order in which we list the elements of aset is
irrelevant!). The two possible ways of emptying the store in the case at hand lead to the following
results:

(50)Emptying the store, &, | P[[book] I P]fifirt, then &,,| P[[girl] G Pt A
a | P[[book] I P](I x,[[read](x:)(x)])
= [[booK] T 1 x,[[read] (x,)(x,)]
b. I P[[girl] CP* A( x,[[bookK] i1 X,[[read](x,)(X,)])
=[airl] C I x,[[book] i1 X,[[read](x,)(x,)] * A

(51)Emptying the store, &, 1 P[[girl]] C P Affirst, then &, | P[[book] i Pl
a | P[[girl] C P A(l x,[[read] (x)(x)])
=[airl] C 1 x,[[read](x)(x)]
b. I P[[book] I P](l x,[ [girl] C I x,[[read] (%:)(x)])
= [book] I I x,[ [girl] C I x,[[read] (x)(x)]

We see that the two possible ways of emptying the store gives us the two possible readings of the
sentence.
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We have seen that there are syntactic restrictions for the availability of wide-scope interpreta-
tions of quantifiers. These syntactic restrictions can be rephrased in semantic terms, and they may
even look more convincing there. For example, we can assume that the store has to be emptied as
soon as, in semantics, the type t (which corresponds to sentences) is reached. Thisimmediately
predicts that a quantifier that occurs within arelative clause cannot have scope over the matrix sen-
tence (the sentence that embeds the relative clause).

Theintepretation rules for agrammar with quantifier storage are naturally more complex. First
of all, we have to make sure that the store of a complex expression is the sum of the stores of its
parts. Let mewrite[a] for the store of the expression a, then we have the following rule:

(52)a. [[a b]] =[a]([b]) or [b]([a]), depending which iswell-formed;

b. [[a b]]s=[a]sE [b]s

These rules show how the content of the store is projected from smaller expressions to larger
expressions. How do items get into the store? The following rule for indexed NPs illustrates that:
(33)a [[yeal] =x L

b. [[vealls=lalsE {&;[a]f}

That is, an indexed NP with index i isinterpreted as avariable x;, and the NP contributes the pair
consisting of the variable and the meaning of a to the store. If the meaning of a contained a store
already (asin a representative of every company), it isssmply combined with this element.

Non-indexed simple expressions have an empty store, of course.

We are not quite done yet, because so far we have generated only interpretations that consist
of a“meaning” and a*“store”. We can derive the regular interpretations of a sentence a as fol-
lows (notice that thisis aset, because, in principle, a may be ambiguous!)

First, we define the set of reduced meanings [a]r of an expression (a sentence) a. Thisis
an auxiliary notion, defined recursively in the following way:

(54)a. Basiccase: If [[sa]] =M and [[sa]]s=S, then &V, Siil [[sa]]r.

b. Recursive clause: If @M, Sl [[¢a]], and &;, Qil S,
then&Q(l x; [M]), S¥ {&;, QR Al [[sal]e.

Now we can define the notion of the set of inter pretations of a sentence a, for which we
write [a]], as before. It is the set of reduced meanings that are maximally reduced, that is, whose
store is empty:

(55) [[sal] = {M| av, Al [[sall}

10.5 Object Quantifiersand Flexible Types
10.5.1 Interpretation of Object Quantifiersinsitu

Quantifier Raising or Quantifier Storage are not the only ways to deal with object quantifiers. An-
other strategy is the one we applied for Boolean conjunction and disjunction, which can exist in
different types. We can assume the same for quantifiers.
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Object quantifiers can be assigned the type (eet)et; they take atransitive verb meaning (type
eet) and give an intransitive verb meaning (type et). We get the following interpretation for every
book in subject position (for which I write NPs) and in object position (for which | write NPo). |
disregard variable assignments here.

(56)a [[ps [oes €Y [y OOKIT] =1 Pl D[[book] | P]
b. [[xpo [oeo €VErYl [y bOOKI]] =1 RT Dol XI D,[[book] I 1 y[RY)(X)]]

In (b), R stands for the meaning of the transitive verb, and x is the subject argument that will be
filled later. The difference in interpretation is can be traced back to a difference in the determiner
meaning:
(57)a [[pes everyl] =1 Pd DI Pl D [Pel P

b. [[oeo €very]] =1 P& DI RI Dl xI D [Pel 1 y[R(y)(X)]]

This allows for representations like the following; | specify here the type of the expressions,
and | givethe derivation in form of atree that indicates the syntactic structure. The semantic opera-
tion isaways functional application.

(58)

somegirlreadeverybook,t

[[oirl] G! x[[book] I Iy[read](y)(x) * A

somegirl ,(et)t readeverybook, et

|FIgr GPA)  Ix([book] i Iy[read](y)(x)

read,eet/ever}mk,(eet)et

[read] |RIX[[booK] I | yR(Y)(X)]

The type of ambiguity we have assumed for object NPs and for subject NPs (or rather, object
determiners and subject determiners) is systematic, not like the ambiguity of words like pen. In
particular, whenever we have the meaning of a subject quantifier Qg, we can derive the meaning of
the corresponding object quantifier Q, in the following way:

(59)Qo = I RI X[Q4(l yR(Y)(X))]

This procedure can be easily generalized for quantifiers of n-place predicates in general: They take
an n-place predicate and yield a (n-1)-place predicate. Hence they should be of the following type:

(60)Quantifier for n-place predicate: (t,)t,. ,, wheret,: type of ak-place predicate.

The case of subject quantifiers, type (et)t, turns out to be a particularly ssmple subcase: Itisa
quantifier that changes a 1-place predicate to a O-place predicate. Of course, determiners will then
have different types as well. Determiners take a noun (type et) and give a quantifier, hence are of the

following type:
(61)Determiners for n-place predicate: (et)(t, )t ,

We say that the type of NPs (and of determiners, etc.) is flexible. That is, these expressions
are not assigned to a unique type, but to awhole family of types. We can choose the type that fits to
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agiven construction. Emmon Bach called this shake' n’ bake semantics: We take an expression,
“shake” it so that it gets a suitable type, and then “bake” it together with another expression.

10.5.2 Scope Ambiguity and Type Flexibility

Our next question should be: Isit possible to account for scope ambiguities within a framework
that uses flexible types for quantifiers?

We have analyzed transitive verbs as being of type eet, object quantifiers as being of type
(eet)et, and subject quantifiers as being of type (et)t. We have seen that this allows for derivationsin
which the subject quantifier takes scope over the object quantifier.

Is there a derivation in which the object quantifier can scope over the subject quantifier? One
possibility would be to allow for a combination of a subject NP and atransitive verb. We would
have to assume subject and object NPs like the following, in addition to the onesin (56):

(62)a. [[yps [oes SOMe] [y girll]] =1 RT Dl yI D[[girl] C 1 x[R(y)()] * A
b. [[xpo [pere €VErY] [ 0OOK]]] =1 PI D,[[book] i P
This grammar then would endorse derivations like the following:

(63)

somegirllikedeverybook, t
[[book] i 1 y{[eir] C! x[[liked] (y)(x)]* 4]

somegirl liked, (et) everybook, (et)t
I'y{[girD G x[[liked] (y)()]* 4] | P{[book I P

somegirl,(eet)et liked, eet
| RIY[[gir]) G X[RO)(X]* A [liked]

However, the resulting syntactic structure runs against well-established assumptions for the
constituent structure of English, which indicate that the verb forms a constituent with the object.
This even holdsin casesin which the object has wide scope. Reconsider our example (28), repeated
here:

(64)A member of the Expose the Right group attended every public event held
in New Hampshire, and a member of the Rainbow Codlition did, too.

This has areading in which the object NP has wide scope: ‘ For every public event held in
New Hampshire x, there was a member of the Expose the Right group and a member of the Rain-
bow Coalition that attended x’. Obviously, a structure like the one in (63) would not give us that
result.

Thereis another way to achieve an in-situ interpretation of object quantifiers. We can assume
that verbs can take quantifiers (type (et)t) directly as arguments. For example, an intransitive verb
isnot only of type et, but may also be of type ((et)t)t. Consider the following two versions of the
meaning of sleep:

(65)a. Ordinary meaning:  [sleep] = | xI D_[x Sleeps]
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b. Type-ifted meaning: [sleep’] =1 QI D, [Q([Sleen])]

Obviously, these two meanings would give us the same result in sentences like Every girl
deegps. However, we can also assume meanings for object NPs that don’t give us ordinary predi-
cates of type et as result, but predicates of type ((et)t)t. These object NPs then must be of type
(eet)((en)o)t.

(66)a. Ordinary meaning:  [every book] =1 Rl DI xi D,[[book] I 1 y[R(y)(X)]]
b. Type-lifted meaning: [every book ] =1 Rl D, QI D [[book] I I y[Q(R(Y))I]

With this we can have derivations like the following:
(67)

some girllikedeverybook, t

[[oook] i 1 y[[air]) C [likg )1 * A)

somegiTl, (et)t likedeverybook,((et)t)t

| P[[oirl]) C Pt A | QI x[[[booK] il yIQ(likg (w1l

liked, eet everybook, (eet)((e)t)t

[liked IR Qf[book] i Iy[QRYNI]

Noticethat the VP, liked every book, has a meaning that forces any subject quantifier into a position
within the scope of the object quantifier.

10.5.3 Quantifiersin Quantifiers

Let us now consider quantificational NPs within quantificational NPs, which we have discussed
with the following example:

(68)Some representative of every company was present.

We have seen in sections 10.3.3 and 10.3.4 that we can handle the two readings of this sen-
tence in the L F-movement account. However, we a so have seen that we probably have to give up the
idea that within this account we can work with just one type for quantifiers, (et)t. The wide-scope
reading of every company seems to require that this quantifier is attached to its host quantifier,
some representative of..., which is not of the proper type, et.

The question arises whether we can deal with the readings of (68) within the flexible-type ap-
proach. It turns out that we already have the tools for the narrow-scope interpretation of every com-
pany. If we assume that representative is of type eet, then we have to apply a quantifier meaning of
the type of (56.b).

(69)a. [[yp [os SOME] [ representative [pp of [y, every company]]]]]
b. = [some] ([ every company] ([ representative] ))
[some](I RI D! xI D [[company] I 1 y[R(y)(x)]](Irepresentative]))
[some](I xI D, [[company] | | y[[representative](y)(x)])
| Pé DI PI D_[P¢C P A(l xI D_[[company] i | y[[representative](y)(x)]))
|

C.
d.
e
f. =1 Pl D,[I xI D_[[company] I | y[representative](y)(x)] C Pt A
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Combining thiswith aVP meaning like [was present] we get:

g. | xI D_[[company] I | y[[representative](y)(x)] C [be present] A

A moment’ s thought will show you that thisis the right meaning. It saysthat thereis at |east one x
that is present and for which it holds that the set of thingsy that x representsincludes all compa-
nies.

What about the wide-scope interpretation? To derive this we have to assume that both the de-
terminer some and the the determiner every are able to combine with other types than the ones con-
sidered so far. Asfor some, we haveto alow for the following interpretation:

(70) [some] =1 RI Dl xI DI Pl D,[R(x) C P* A

Thisisameaning of type (eet)e(et)t, not as the usual subject determiners which are of type (et)(et)t,
nor like the object determiners which are of type (et)(eet)et. Theideaisthat some, in this function,
does not take aregular nominal predicate of type et, but rather arelational noun meaning of type
(eet). One of the arguments of this relational noun survives, and shows up as an extrae argument in
the meaning of a construction like some representative:

(71) [some] ([representative]) = | xI D | PI D [[representative](x) C Pt A

eet

This meaning could now be combined with an expression of type e, asin the following example.
(Recdll that we assume that of is semantically vacuous).

(72) [ some] ([ representative] ) ([ of] ([ Coca-Cola)))

= [some] ([ representative] ) ([ Coca-Cola))

=1 xi DI Pl D[[representative](x) C Pt A ([Coca-Cold])

=| Pl D_[[representative] ([Coca-Cold]) C P /|

So far thisisjust away to parse the string alittle bit differently, with the same semantic resullt.
But we now can also assume a different interpretation of every.

(73) [every] =1 P Dl SI Dl P& D[P 1 | xI D[S(X)(PY]]
We then get the following intepretation:
(74)a. [every] ([company]) o

=Sl De(et)tl P¢ D_[[company] | | xI D[S(x)(P9]]

b. [every]([company])([some] ([ representative]))
=1 P¢ D [[company] I | xI D_[[representative](x) C P¢t A]

When we combine this further with aVVP meaning like the one of be present, we finaly arrive at the
following:

(75) [every] ([ company] )([ some] ([ representative] )) ([ be present])
=[[company] i | xI D_[[representative](x) C [be present] * /]

That is, the set of companiesis a subset of the entities x such that a representative of x was
present. Thisistheright reading.

Of course, just stipulating that the new interpretations of some and every required for this
derivation exist is not sufficient. We would now have to find the principles under which these new
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intepretations can be derived, and check whether they do not overgenerate in other cases. But this
goes well beyond this introduction.
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